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(LOGARITHMIC) DENSITIES FOR AUTOMATIC SEQUENCES
ALONG PRIMES AND SQUARES

BORIS ADAMCZEWSKI, MICHAEL DRMOTA, AND CLEMENS MULLNER

ABSTRACT. In this paper we develop a method to transfer density results for
primitive automatic sequences to logarithmic-density results for general auto-
matic sequences. As an application we show that the logarithmic densities of
any automatic sequence along squares (n2)n20 and primes (pn),>1 exist and
are computable. Furthermore, we give for these subsequences a criterion to
decide whether the densities exist, in which case they are also computable. In
particular in the prime case these densities are all rational. We also deduce
from a recent result of the third author and Lemarczyk that all subshifts gen-
erated by automatic sequences are orthogonal to any bounded multiplicative
aperiodic function.

1. INTRODUCTION

Automatic sequences are sequences a(n) on a finite alphabet that are the output
of a finite automaton (where the input is the sequence of digits of n in some base k >
2). Equivalently, they can also be defined as codings of fixed points of morphisms
of constant length. These kinds of sequences have received a lot of attention during
the last 15 or 20 years (see for example the book by Allouche and Shallit [I]). In
particular there are very close relations to number theory, dynamical systems, and
algebra. The most prominent examples of automatic sequences are the Thue-Morse
sequence t(n) and the Rudin-Shapiro sequence r(n)

Automatic sequences are deterministic sequences in the sense that they generate
a topological dynamical system (subshift) with zero entropy. Stated differently,
their subword complexity, that is, the number of different subwords of length [,
is subexponential. Actually the subword complexity of automatic sequences is at
most linear in [, which is the lowest possible growth order if we exclude just even-
tually periodic sequences, which have bounded subword complexity. Deterministic
sequences have been intensively studied within the last few years in relation to the
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IThe Thue-Morse sequence can be defined by ¢(n) = s2(n) mod 2, where s2(n) denotes the
number of 1’s in the binary expansion of n, and the Rudin-Shapiro sequence by r(n) = By1(n) mod
2, where B11(n) denotes the number of consecutive 11-blocks in the binary expansion of n.

©2021 American Mathematical Society
455

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.


https://www.ams.org/tran/
https://www.ams.org/tran/
https://doi.org/10.1090/tran/8476
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Sarnak conjecture [29], which says that deterministic sequences d(n) are asymptot-
ically orthogonal to the Mobius function p(n):

S dmu(n) = o) (x - o).

n<z

This conjecture, which is related to the Chowla conjecture (see for example [32]
or [I7)), is in general open. There is, however, big progress on the logarithmic
version of the Chowla conjecture by Tao [31] and Tao and Teravéinen [33], and also
for the logarithmic version of the Sarnak conjecture by Frantzikinakis and Host [I5].
For a relatively recent survey on the Sarnak conjecture see [I4]. Recently the last
author verified the Sarnak conjecture for all automatic sequences d(n) = a(n) [26],
and even more recently he extended together with Lemanczyk [21] the orthogonality
relation to multiplicative functions f(n) with |f(n)| < 1 (and some mild but natural
conditions on a(n)):

S a(m)f(n) = o(@) (x> o0).

The Sarnak conjecture (and the above variant for multiplicative functions) is
closely related to the asymptotic properties of

> d(n)A(n),

where A(n) denotes the von Mangoldt A-functiond and one usually conjectures that
these sums are asymptotically of the form cx(1 + o(1)) for some constant ¢. This
property is very close to prime number theorems of the kind

p<wipel dp)=a}=cp—(1+ o).
For the Thue-Morse sequence #(n) such a prime number theorem
1 =z
<z:pel, tp) =0t ~{p<z:pelP t(p) =1}~ =
p<z:pel tp) =0 ~{p=wipel tp) =1}~ 5

was already conjectured in 1968/69 by Gelfond [16] (in a slightly more general
form). This conjecture was finally proved in 2009 by Mauduit and Rivat [23] in
a breakthrough paper. Gelfond conjectured, too, that the Thue-Morse sequence
behaves nicely along polynomial subsequences:

{n<a:t(P(n) =0}~ fn<a:t(P(n) =1}~ 3,

where P(z) is a non-negative integer valued polynomial. This question turned out
to be even more challenging. It was finally solved (again) by Mauduit and Rivat
[22] for quadratic polynomials but for polynomials of degree at least 3 there is only
partial information available [I1]; the question by Gelfond is still open.

We cannot expect such strong results for general automatic sequences. For ex-
ample, if a(n) denotes the leading digit in the k-ary expansion of n (with k > 3)
then neither the densities

. {n<=x:aln) =a} .1
d(a(n),a) = lim = aclgrolo E Z 1[a(n):a] s

T—00 x

n<zx

2A(n) = log p for prime powers n = p* and A(n) = 0 else.
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nor the densities along primes

. {n<zx:alpy) =a} 1
d(apn); @) = Jim, : = Jim D Vatpy=el

n<x

exist for 1 < a < k. Nevertheless — and this a general property for automatic
sequences (see [8]) — the logarithmic densities

! log(1 + 1/a)

-1 =
n [a(n)=a] logk

diog(a(n), ) = lim

exist. The question whether a density exists or only a logarithmic density exists
depends mainly on the behavior of the final strongly connected components of the
corresponding finite automata. Furthermore, if densities exist they can be explicitly
computed and are rational numbers [§]. In the case, when only logarithmic densities
exist, this is not that clear.

The above mentioned results are related to density results of special automatic
sequences along special subsequences: the subsequence of primes p and the subse-
quence of squares n?. The purpose of the present paper is to study quite general
subsequences of automatic sequences and to give answers to the question whether
a density or logarithmic density along subsequences exist. In particular we will
give a complete answer for the subsequence of primes and squares (Theorems
and [[3J). For these cases we will show that logarithmic densities always exist. In
other terms this means that, for every automatic sequence a(n), the following limits
always exist:

lim L Zla(n)A(n) and lim L Zla(nQ),

z—o0 log x n z—oo log x n
n<zx n<x

and we can decide, when the non-logarithmic versions hold. We want to add that for
some special classes of automatic sequences, that is, invertible automatic sequences
or automatic sequences related to block-additive functions, this is already known
[13], [27].

In order to state our main results we have to introduce some notation. First
of all we will only consider strictly increasing subsequences (n¢)¢>o of the positive
integers that behave as

(1.1) ng = (YL(L),

where v > 1 and L(n) is slowly varying in the sense that
- L([6]) _

(1.2) Jm =y =t

for all 0 < § < 1. Such sequences (ng)¢>o are called regularly varying sequences, see
Section The sequence of primes, polynomial sequences, and Piatetski-Shapiro
sequences (i.e., |n¢|, where ¢ > 1) provide relevant examples of regularly varying
sequences.

As mentioned above every automatic sequence a(n) can be generated by a finite
automaton. Without loss of generality we can assume that this automaton is mini-
mal (see [I]). This automaton can be seen as a directed graph, possibly with loops
and multiple edges, where every vertex (or state) has out-degree k and for every
vertex the out-going edges are labeled by 0,1,...,k — 18 The set {0,1,...,k—1}

3We will be more precise in Section [3
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458 BORIS ADAMCZEWSKI ET AL.

is the input alphabet. One vertex of this graph is distinguished as the initial state.
Clearly, this graph decomposes into strongly connected components@ A strongly
connected component is called final if there is no edge from this component to an-
other one. We will say that an automatic sequence is primitive and prolongable if
the directed graph of the corresponding minimal automaton is strongly connected
and the initial state has a 0-labeled loop.

Our first result says that it is sufficient to consider such automatic sequences.

Theorem 1.1. Suppose that (ng)e>o is a reqularly varying sequence and suppose
that for any primitive and prolongable automatic sequence a(n) the densities along
the subsequence (ny)

exist.
Then the two following properties hold.

(i) Then for every automatic sequence a( ) the logam'thmic densities

dlog(a(nf)aa) x_)oo 1ng Z ; [a(ne) al

exist and can be computed in terms of the densities along the subsequence ny
of the automatic sequences that are generated by the final strongly connected
components of the directed graph.

(ii) Furthermore, if the densities along the subsequence ny corresponding to
the automatic sequences that are generated by the final strongly connected
components of the directed graph are all equal then the densities

d(a(ng), ) := lim {t=z:aln) = a}

T—00 x

exist and are equal to the corresponding densities of the final strongly con-
nected components.

This theorem will be now applied to primes and squares. We start with primes
and note that it was already shown in [26] that primitive and prolongable automatic
sequences along the primes have densities that are all computable rational numbers.
Together with Theorem [I.1] this solves the problem for primes completely.

Theorem 1.2. For every automatic sequence a(n) the logarithmic densities
diog(a(pn), @) of the subsequence along prime numbers exist and are computable.
Furthermore, if the densities along primes on those automatic sequences that corre-
spond to the final strongly connected components coincide then the densities
d(a(pn),a) exist and are computable rational numbers.

The same result holds for subsequences along squares. However, in this case we
have to check the assumption on primitive and prolongable automatic sequences,
see Section [§ In both cases of primes and squares we are able to compute the
densities for primitive and prolongable automatic sequence. As an example, we
compute the densities of the paper-folding sequence along primes and squares in
Section [@ The densities of 0 and 1 in the paper-folding sequence along primes are
both 1/2; whereas the density of 1 in the paper-folding sequence along squares is 1.

4 A strongly connected component is a maximal subset of vertices, such that for any two vertices
u,v in this set, there exists a directed path from u to v and vice-versa.
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Theorem 1.3. For every automatic sequence a(n) the logarithmic densities
dlog(a(n2)7a) of the subsequence along squares exist and are computable. Further-
more, if the densities along squares on those automatic sequences that correspond
to the final strongly connected components coincide then the densities d(a(n?),a)
exist and are also computable. If the input base k is prime, then these densities are
rational numbers.

As a simple application, we can compute the logarithmic densities of the leading
digit of primes and polynomials P(n) with integer coefficients,

g (a(pn). @) = dhog(a(P(n)), ) = 8L T1/@)

log k&

Theorems and suggest that the subsequences of primes and squares are
similar, at least for the question of the existence of (logarithmic) densities of auto-
matic sequences along these subsequences. As we will see in Section [ and Section[8]
they share several distribution properties. However, it seems that there are still fun-
damental differences. For example in the prime case there is the following quite
unexpected property.

Theorem 1.4. For any automatic sequence a(n) there exists a computable positive
integer m such that, for all o, diog(a(pn), ) is equal to diog(a(ne), o), where ng
runs through all positive integers n with (n,m) = 1.

Remark 1.5. This theorem also works for densities in the sense that if the density
exists for one of them, then it also exists for the other one and they coincide.

Remark 1.6. This theorem applies for example to the residue of any block-additive
function f mod m satisfying (k — 1,m) = 1 and (ged(f(n)nen),m) = 1, as this
sequence distributes uniformly along any arithmetic progression, which follows
from [27, Proposition 3.15]. However, this result was already put as a remark
in [26], without a proof.

We could not find a corresponding property for squares. We expect that the
deeper reason for this difference is that primes have a quasi-random behavior that is
not present for squares. We leave it as an open problem to clarify this phenomenon.

We would like to thank the anonymous referee for the suggestion to consider the
upper and lower densities of subsequences of automatic sequences similarly to [4].
Indeed, very similar methods can be used to treat slowly varying subsequences
of automatic sequences. We sketch a proof of the corresponding results, that is,
Theorem [B.Il and Corollary [B.2] in Appendix Bl

To end this introduction, let us mention two possible directions for further re-
search. First, we recall an analogous problem for Piatetski-Shapiro sequences |n€|,
with 1 < ¢ < 7/5, which has already been solved in [J]. Indeed, these authors
proved that, for every automatic sequence a(n) and for every ¢ € (1,7/5), the log-
arithmic densities diog(a(|n¢]), @) exist and are equal to the logarithmic densities
of a(n). Furthermore, the densities d(a(|n]), ) exist if and only if the densities
d(a(n),a) exist, in which case they are equal. We conjecture that such a result
should also hold for all 1 < ¢ < 2.

Conjecture 1.7. For every automatic sequence a(n) and for every c € (1,2), the
logarithmic densities diog(a(|n°]), «) exist and are equal to the logarithmic densi-
ties diog(a(n), o). Furthermore, the densities d(a(|n°|), a) exist if and only if the
densities d(a(n), ) exist, in which case they are equal.
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A second possible direction of research is related to morphic sequences. As
we have already mentioned, automatic sequences are codings of fixed points of
morphisms of constant length. Thus, they are a special case of morphic sequences,
which can be obtained as codings of fixed points of general morphisms. It is already
known that the logarithmic densities of morphic sequences exist [3] and it seems
reasonable to assume that Theorem [I.1] could be extended to morphic sequences.
However, it seems much more challenging to prove the analogs of Theorems and
in this wider framework.

1.1. Plan of the paper. We start with a short section on regularly varying func-
tions (Section ) and proceed with a longer background section on properties of
automatic sequences (Section [3)). In particular we discuss (partly new) structural
results that will be needed for the proof of Theorem [LL1] that will be given in Sec-
tion Bl In Section [l we present a strategy on how one can check that densities for
primitive and prolongable automatic sequences exist so that Theorem [[I] can be
applied. Section [7 is then devoted to the case of prime numbers (Theorem [[2))
and Section [§ to the case of squares (Theorem [[3]). Finally, Section [ is devoted
to the problem, how densities along primes and squares can be actually computed
(including some examples). In Appendix [Al we gather some implications to dy-
namical systems. In particular, we deduce from a recent result of the third author
and Lemanczyk that all subshifts generated by automatic sequences are orthogonal
to any bounded multiplicative aperiodic function (Corollary [A7). Finally, Appen-
dix [Bl is devoted to a sketch for how one can treat upper and lower densities of
automatic sequences along slowly varying subsequences.

1.2. Notation. In this paper we let N denote the set of positive integers and we
use the abbreviation e(z) = exp(2mix) for any real number z.

For two functions, f : R — R and g : R — Ry such that f/g is bounded, we
write f = O(g) or f < g. If in fact |f(z)| < g(z) for all z, we write f = O*(g).
Furthermore, we write f = o(g) if limy_,o0 f(x)/g(xz) = 0. We also write f ~ g if
lim, o0 f(2)/g(z) = 1.

We let |z denote the floor function and [x] denote the ceiling function.

Moreover we let ¢(n) denote the Euler totient function. Finally, we let P denote
the set of prime numbers and by 7(x) the number of prime numbers smaller than
or equal to x.

2. REGULARLY VARYING FUNCTIONS

We discuss in this section some properties of subsequences (ny)een satisfying
(1) and ([T2) for some v > 1 and L : N — R. We define a new function f : R>; —
R0, f(x) = npy). It follows directly that f is measurable. Furthermore, we have

for any § > 0 that
. f(oz)
lim
Z—00 f(x)

i.e. it is regularly varying of index v (see [5] for background on regularly varying
functions). If v =1, f is called slowly varying.

=47,
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We consider the generalized inverse function of f, g(x) := inf{y € [1,00) :
f(y) > «}. In particular, we have g(N) = #{¢ € N : n;, < N}. One has by
[5, Theorem 1.5.12] that g is regularly varying of index 1/, i.e. for every § > 0

g(dN) 5
Nose g(N) =9
where we set 5 :=1/7.

Lemma 2.1. With the notation from above, we have
log(g(N)) ~ Slog N.

Proof. As g is regularly varying of index 8 we can write it as

o(z) = 2 - () - exp (/1 @du> ,

u

where ¢(x) converges to some ¢ € (0,00) and e(z) converges to 0 for x — oo (see
[5, Theorem 1.3.1]). In particular we have that
T
/ @du = o(log z),
1

u

which finishes the proof by basic properties of the logarithm. |

3. AUTOMATIC SEQUENCES

Let us now describe the precise setting of our study. First we give some definitions
related to automata which can also be found in [IJ.

A sequence (a,)n>0 with values in a finite set is k-automatic if it can be gener-
ated by a finite automaton. This means that there exists a finite-state machine (a
deterministic finite automaton with output) that takes as input the base-k expan-
sion of n and produces as output the symbol a,,. We use the following convention.
Inputs are read from left to right, that is, starting from the most significant digit.

3.1. Formal definition of k-automatic sequences. Throughout this paper, we
will use the following notation. An alphabet A is a finite set of symbols, also called
letters. A finite word over A is a finite sequence of letters in A or, equivalently,
an element of A*  the free monoid generated by A. The length of a finite word
w, that is, the number of symbols in w, is denoted by |w|. We let € denote the
empty word, the neutral element of A*. Let k > 2 be a natural number. We
let ¥ denote the alphabet {0,1,...,k—1}. Given a positive integer n, we set
(n)g := wpwyp_1 - --wp for the canonical base-k expansion of n (written from most
to least significant digit), which means that n = Y|, w;k" with w; € X and
w, # 0. Note that by convention (0)y := e. Conversely, if w := wq - --w, is a finite
word over the alphabet Xy, we set [w]y, := > ;_  w,_;k’. Furthermore, we let (n)}
denote the unique word w of length ¢ such that [w]x = n mod k'.

Example 3.1. We find (37)2 = 100101, (37)5 = 0101 and [010110]5 = 22.

Definition 3.2. A k-deterministic finite automaton, or k-DFA for short, is a
quadruple A = (Q, Xk, 6, qo), where @ is a finite set of states, Xy := {0,1,...,k—1}
is the finite input alphabet, § : Q x ¥ — @ is the transition function and ¢y € @
is the initial state. A k-DFAO A = (Q, X%, 9, o, A, 7) is a k-DFA endowed with an
additional output function 7 : Q — A, where A is the alphabet of output symbols.
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462 BORIS ADAMCZEWSKI ET AL.

We extend § to a function 6 : Q@ x ¥* — @ as follows. Given a state ¢ in @) and
a finite word w := wyws - - - w,, over the alphabet ¥y, we define §(g, w) recursively
by 6(q,€) = q and 6(q,w) = 6(6(q, wiws - - - wp_1), w,). Hence computing §(q, w)
involves |w| “steps” for every w € ¥*.

Definition 3.3. We say that a sequence (a(n))n>o0 is a k-automatic sequence if
there exists a k-DFAO A = (Q, Xk, 6, qo, A, 7) such that a, = 7(6(qo0, (n)x)). If
A = Q and 7 = id, then we call (a(n)),>0, pure. A sequence is automatic if it is
k-automatic for some k.

There is nothing special about reading the input from left to right. Indeed, given
a k-automatic sequence a(n) there exists a k-DFAO with reverse reading producing
the sequence a(n), i.e. this k-DFAO reads the input (n); from right to left (this
can be found for example in [I, Theorem 4.3.3]).

Let us recall how one can change the input alphabet ¥ to ¥ = {0, ...,k —1}.

Lemma 3.4. Let A = (Q,%k,0,q0,A,7) be a k-DFAO such that 6(qp,0) = qo.
Then, for every integer £ > 1, the k*-DFAO A" = (Q, Xy, 9, qo, A, T) produces the
same automatic sequence.

Proof. This follows directly from the extension of § to Q@ x ¥* — @, the way
the representation in base k and in base k’ correspond to each other and that
0(qo,0) = qo allows us to ignore leading zeros both for A and A’ O

3.2. Densities for automatic sequences. We recall in this section some results
about densities and logarithmic densities for automatic sequences.

Lemma 3.5 (Theorem 7 in [§]). Let a(n) be an automatic sequence. Then the
logarithmic density exists for every «, i.e.

. 1 1
1\/151100 log N Z n Lamy=al,
n<N

exists and is denoted by diog(a(n), o).

Lemma 3.6. Let a(n) be an automatic sequence, such that the logarithmic density
of a is 0, then the density of o exists and equals 0.

Proof. Tt follows directly by partial summation that for any sequence a, we have

.1 .. 1 1
tnind 7 D Liago=ol < Hpinf g D 2 o=l
n<N n<N

By assumption we know that the logarithmic density is 0 and, therefore, the lower
density of « is 0. By [8, Theorem 11] we know that this can only be the case if the
density is 0. ([l

Lemma 3.7. Let a(n) be an automatic sequence, such that the density of a is 0,
then the upper Banach densith is also 0.

Proof. The set of integers for which a(n) = « is contained in a set with a missing
digit by [8, Theorem 9]. This immediately implies the statement. O

Lemma [3.6] and Lemma [37] tell us that some (in general quite different) notions
of sparseness actually coincide for automatic sequences.

#{M<n<N:a(n)#£0}

5The upper Banach density of a is defined as d*(a) := limsupy_ 7 oo N1
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3.3. Some subclasses of automata and automatic sequences. In this section,
we recall various definitions about automata and automatic sequences.

Definition 3.8. A k-DFAO A = (Q, Xk, 9, g0, A, 7) and the corresponding auto-
matic sequence is called minimal if

e For every ¢ € @ there exists w € Xy such that §(go, w) = ¢.

e For every two different states q1,gq2 € @ there exists w € X} such that

7(0(q1, w)) # 7(3(g2, w)).

Fact 3.9 ([Il Corollary 4.1.9]). Any k-automatic sequence can be produced by a
minimal k-DFAO.

Definition 3.10. A k-DFA A = (Q,qo, Xk, 0) is strongly connected if for any
41,92 € Q there exists w € ¥* such that §(¢1, w) = go. It is primitive if there exists
some ¢ € N such that for any ¢,z € Q there exists w € %¢ such that d(q;, w) = go.
Finally, A is prolongable if §(qo,0) = qo.

Definition 3.11. A k-automatic sequence is said to be prolongable (resp. primitive)
if it can be produced by a k-DFAQO whose corresponding k-DFA is prolongable
(resp. primitive). It is called pure if it can be produced by a k-DFAO whose output
function is the identity.

Lemma 3.12. Let A = (Q, qo, Xk, 9) be a strongly connected k-DFA such that there
exist some q € Q and i € ¥ with §(q,i) = q. Then A is primitive.

Proof. Let q1,q2 € Q. As A is strongly connected, there exist wy,ws € X* such
that d(¢q1,w1) = ¢,0(q,w2) = ¢g2. Thus, we find that d(q1, w1i"wsy) = g2 for any
n € N. This shows that for any sufficiently large ¢ there exists some w € ¢ such
that d(q1,w) = g2. As this works for all (finitely many) pairs ¢1,¢2 € Q we find
some ¢ that works for all pairs simultaneously. O

Definition 3.13. Let A = (Q, qo, X,0) be a k-DFA. A final component of A is
a minimal (with respect to inclusion) non-empty set F' C @ that is closed under
0(.,.). The column number of A is defined by

(A) i= min [5(Q,w)].

We define X'(A) as the set of subsets of Q¢ that are realized as §(Q,w) for some
w € ¥*. Furthermore, we call a word w minimizing if |§(Q, w)| = c(A). If ¢(A) = 1,
we call it synchronizing.

4. A STRUCTURAL RESULT FOR AUTOMATIC SEQUENCES

This section is dedicated to the following structural result concerning automatic
sequences.

Proposition 4.1. Let (a(n)),>0 be a k-automatic sequence. Then there exists a
finite set B = {b1,ba,...,bs} of k-automatic sequences that are produced by some
prolongable and primitive k*-DFAQ, where £ > 1 is an integer, and with the follow-
ing property. For every b; = (b;(n))nen € B, we set

M; = {m € N:a(mk*+r) =bi(mk> +7), VYAEN,0<r < k*}.

The sets M;, 1 < i < s, are pairwise disjoint and the logarithmic densities of M;,
1 < i <'s, exist and are positive. Furthermore, the (upper Banach) density of
My =N\ U;M; exists and equals 0.
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464 BORIS ADAMCZEWSKI ET AL.

This proposition will allow us to approximate an automatic sequence (a(n))nen
by the primitive automatic sequences (b;(n))nen. B We start by proving an auxiliary
result, which shows that the M, are k-automatic sets, i.e. the indicator function is
k-automatic.

Lemma 4.2. Let k > 2 and (a(n))n>0, (b(n))n>0 be k-automatic sequences. Then
50 is (¢(n))n>0, where
1, if a(nk* + s) = b(nk> +s) for all A\ > 0,0 < s < k*,
c(n) = )
0, otherwise.

Before proving Lemma [£.2] we recall the following definition.

Definition 4.3. Let A = (QW, %, (), q(()l)),.A(z) = (Q®, 2,63, q(()Q)) be two
E-DFA. Then A = (Q x Q®),%4,6,q) is a k-DFA that we call the product
of AW and A® where § = 60 x 6@ g = (¢\V,¢$?), ie. 6((¢V,¢@),w) =
(5(1)(q(1),w),5(2)(q(2)7w)).

Proof of Lemma B2 Let AY = (Q(l),Ek,é(l),qél),A(l),T(l)) denote a minimal
kE-DFAO with reverse reading that produces the sequence a(n), and let A =
QP %), 63, q((f), A®) 7)) denote a minimal k&-DFAO with reverse reading that
produces the sequence b(n). For every ¢ € QM) we let a,(n) (resp. by(n)) denote
the sequence produced by A™) (resp. A?)) when replacing the initial state by g.
For every pair (q1,¢2) € Q) x Q)| we define the sequence Cq1.q2 (1) by
Cq1,q2 (’I’L) = { (1): gtﬁg;iz)se bq2 (n),
Then ¢g, 4, (n) is k-automatic for it can be produced using the product of the k-DFA
Ay = (QW, 1, 6W qp) and Ay, = (QP), %, 5P, ¢2) endowed with the output
function 7 defined by 7(¢,p) = 1 if 7(M(q) = 7 (p), and 7(g,p) = 0 otherwise.
Now, setting

S:={(q1,2) € QW x Q¥ : Fw € 5
such that 5 (gf", w) = g1 and 6 (¥, w) = g},

we get that
c(n) = H Cqr,q2() -
(q1,92)€S
Hence c(n) is k-automatic as a finite product of integer-valued k-automatic se-
quences. 0

Remark 4.4. The stated Proposition is in a form that is oriented towards ap-
plicability. However, for the proof we will use a different description of B, i.e.,
B=1{b;:1<i<r1l<j<c¢}, where r denotes the number of different final
components and ¢; the column number of the i-th final component.

6A quite similar result can be found in [6]. It shows that the minimal components of a subshift
corresponding to a k-automatic sequence are given by primitive and prolongable kf-automatic
sequences. This allows us to cover the sequence (a(n)),>o by arbitrary shifts of these finitely many
kf-automatic sequences. Since we are ultimately interested in (possibly) sparse subsequences, we
need to avoid these shifts. This is exactly achieved by Proposition ] while also giving some
information about how each sequence b; covers a.
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Proof of Proposition 1l We start by noting that by Lemma .2 the indicator
functions of the M; are automatic and, thus, the logarithmic densities of the M;
exist. Assume now that m € M; and k=1 <m < kj, then we have that mk™ +n €
M; for all r € N,n < k". Hence a simple computation shows that the logarithmic
density of M; is at least %. Thus it only remains to show that we can
choose the b; in such a way that the M;,1 < i < s are disjoint and M, has upper
Banach density 0.

We can assume without loss of generality that (a(n)),>o is minimal and for any

q€qQ,
(4.1) (3n € N:6(q,0") = q) = (6(¢,0) = q),

as we can change ¥, = {0,...,k — 1} to ¥c = {0,...,k* — 1}. We consider now
the final components which we call Fy, Fs, ..., F,.. First we claim that for any final
component F; there exists some set Méi) ekXx (F,)EI such that every element of Méi)
is fixed under §(.,0). Fix any i, 1 < ¢ < r, and take some set M € X(F;). We
consider now M; := 6(M,07), and one sees easily that M; € X(F;). As X(F;) is
finite, there exists some Méi) for which there exists some ¢ with (5(M(§i), 0f) = Méi).
Thus we see that §(.,0%) is a bijection from Méi) to itself. Therefore, we know that

a properly chosen power is the identity, i.e. d(g, OZI) =g for all q € MOZ) and the
claim follows by (@I)).

This shows in particular that all the F; are primitive by Lemma Now we
are able to define the sequences b; j(n). For every final component F; we define
¢; = ¢(F;) many different automatic sequences corresponding to the automata
(Fi,q((f’]),zkz/,é IF,T |F,) for every qém) € Mél). We call the corresponding
automatic sequences b; j(n) and the corresponding automata B; ;. We note that
0(qo, (M)g) = (5(q(()w), (m)g) if and only if m € M, ;, by the minimality of (a(n))n>o0-
Thus we see directly that all the M; ; have to be disjoint. Indeed, let us assume that
m € M;, j, N M,, j,, which can only happen if 5(qé“’j1), (m)g) = é(q(()w’h), (m)g).
This can clearly be only the case if i1 = i5 =: i, as the final components are
disjoint. However, this would also imply that 5(Méz), (m)g)| < c(F;) which gives
a contradiction.

It only remains to show that the (upper Banach) density of My equals 0. We
find by [7, Lemma 3.1] that there exists a word w; € X3 such that if v € X}
contains wi as a factor then d(qo,v) belongs to a strongly connected component
of A, i.e. one of the F;. Next we find a word ws that is minimizing for all the F;.
Therefore, we can take for example the concatenation of words that are minimizing
for a single F;. Next we aim to show that if v € 3} contains w := wiwy as a
subword, then there exists 4,5 such that §(qo,v) = 6(q(()”),v), ie. [v]x ¢ My.
We note that we can split v = vyvg such that wy is a subword of v and wy is
a subword of vo. The defining property of w; ensures that there exists some i
such that 6(qp,v1) € F;. As wo (and therefore also vs) is minimizing for F;, we
have M) := §(F;,vy) € X(F;) such that 6(go,v) € M®. Moreover, we find by
the properties of X (F;) that 5(Mél),v) € X(F;) and, therefore, 5(M(§l),v) =M®,
Thus, there exists q(()w) € Mél) such that 6(qg,v) = 5(q(()w),v).

"The set X was introduced in Definition [FI3)
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Thus M, is contained in a set with a missing digit (i.e. the set of numbers whose
base kYl expansions do not contain any occurrences of v) and, thus, its upper
Banach density is 0. ]

Remark 4.5. We discuss here shortly how to determine the b; ; and the M; ; that
appear in the proof of Proposition 1] (also recall Remark [4]). Given a pure k-
automatic sequence a(n) with corresponding automaton A = (Q, 3, d,qo). We
first ensure that (Z]) holds by possibly changing X to 3¢ for some ¢ > 1. Then
we determine the final components F;,1 < ¢ < s of A. The proof of Proposition [4.1]
ensures that for every F; there exists some Mél) € X(F;) such that every element of
Mél) is fixed by d(.,0). This allows us to define the b; ; as the automatic sequence
corresponding to the automaton (@, %, 4, qow)) where q(()w) € Mél).
We have seen in the proof of Proposition 1] that

m € M, ; if and only if §(qo, (m)x) = 5((](()2-”')7 (m)g).

Thus, we can actually just consider the k-automatic sequence ((a(n),b; ;(n)))n>0
(see Definition 3]) and see that the indicator function of M; ; is just the projection
of the previous sequence where 7((2,y)) = L=y

5. TRANSFER OF DENSITIES

In this section we prove Theorem [T which allows to compute the logarithmic
density of a general automatic sequence along a subsequence (n¢)secny when know-
ing the density of primitive automatic sequences along the same subsequence. The
main ingredient is the structural result we discussed in the previous section, Propo-
sition [£.Il Furthermore, it is in this context very useful to use summation by parts.

Lemma 5.1. Let (ay), (bn) be two sequences of complex numbers. Then

n
Zann—szan“’Z _bn+1 Zaf-
=0

We also need the estimate

1
.1 < -
(51) <,

()

l=a-+1

which follows from comparing the sum with f: %d:c. To prove Theorem [Tl we are
interested in Computing

o = i —al -
Lﬂoo log Z ¢ “latmo=ael = 7 Tos(g(N)) log Z;N ¢ ~latmo=al
>

Proposition Il allows us to estimate parts of the sum. Fix some m < k¥, m €
M;, we find

1 1
Z l La(ny=a) = Z Y Libi(no)=al -

<L (<L
mk*<ng<(m+1)k> mk*<np<(m4+1)k>
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Lemma 5.2. Let (b(ng))e>0 be such that the density of a exists, i.e.

lim _Zl[b(nz) o] = dp(@).

L—oco L

Then,

1
Z 7 Lip(ng)=a) = log(y/z)dp(ar) + 0200 (1 + log(y/z)).
<Lty

Proof. Fix € > 0 and let xy be large enough, such that for any « > x¢ we have

1
=3 L) ~dola)| < &

<z

By partial summation, i.e. Lemma|5:|1 we find

SRR IS D cz(——m)

r<t<y r<t<y r<n<yx<l<n "
:—zcwz X e
z<£<y :c<n<y x<€<n
This gives
1 1
Y 7 (Wmn=a) —db(a))| < " D Lptmo=a ~db()
rz<t<y rz<t<y
+ Z Z 1 [b(ne)=a] — ( )
m<n<y z<l<n
x -1+ z—1+4y r—14+n
te Z n(n + 1
z<n<y
<2+2 —-
ey g
r<l<y
The result follows by applying (&) twice. O

Proof of (i) of Theorem [Tl Naturally, we are interested in estimating

1 1
5.2 diog(a(ng),a) = lim —— —Liutn)=al -
(5:2) tog(a(ne), ) leog(L)ge;Lg fa(ne)=al

Actually, we aim to show, with the notation from Proposition 1], that

(5.3) dog(a(ne), @) = > diog(M;) - d(bs(ne), ).
1<i<s
We note that the limit in (52) is invariant under multiplying L by a bounded
constant. This means, it is sufficient to consider only a subsequence (L, ), ¢cn, where
L,11/L, isbounded. In particular, we can choose L, = g(k**), as g(k***1) /g(E*)
— kM for any \ € N>;. Moreover, Lemma [Z]] shows that we can replace
log(g(k*")) by log(k") in ([E.2).
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On the other hand, we find

1 1
log (k) > 7 Latmo=al

ZGan<kM
1
= o kmy > > X 7 Hatno=o}
1<m<k:’\j<l/ LeN i
mkMN <ng<(m+1)kN

1
~ log(k BAV 2. 2 X > 7 La(no=al -

0<%<s 1<m<k? I<V g(mkMN)<L<g((m+1)kM)
meM;

Thus we are interested in computing

1 1
> 7 Hbi(no)=a) = > 7 Lbi(no)=al

. teN . g(mk ) <t<g((m+1)kr7)
mkM <ng<(m+1)kN

for m € M;. By applying Lemma and Lemma 2.1 we find,
g((m+1)kM)

1
Y. 7 lbmo=al

L=g(mk*)+1

= Blog <1 + %) ~d(bi(10), @) + 0g(mrri) 00 <1 + Blog <1 * %)) '

As m > 1, we have that log (1 + %) is bounded. Furthermore, mk* > k7. which
allows us to replace g(mk’*) — oo by j — oo. This gives in total,

g((m+1)k>) 1
> ntwgmal = B0 (14 ) - dbiton),) 4 0y (1),

L=g(mk*i)+1

A simple computation yields,

1 1 1
log{1+—)——|<—,
m m| =~ m

which gives for every 1 < m < k>,

g((m+1)kN)

1 e
> el = P i), ) + 0" (1) + 0y

L=g(mk>*i)+1
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This gives
1
> 2 X lmo=a
1<m<k> I<v _ £eN _
meM; mk* <ny<(m+1)k>

- 2 Y (w0 (L) +orn)

1<m<k*I<V
meM;

=v-d(bi(ne),0)- | %+0*<$> + 0y 00 (V).

1<m<k?
meM;

‘We note that

1
Z E = )‘IOg(k)dlog(Mi) + 0)\—>oo()‘)a
1<m<k*
meM,;

and as > 1/m? is bounded we have in total

1
> 2 > 7 1bino)=al

1<m<kN I<v . LeN )
meM,; mkM <ngp<(m+1)kN

— A Log(k) - B diog(My)d(bi(ne), @) + 000 (VA) + 0pso0 (VK.

We note that for any A € N we have 0, 00 (Vk*) = 0,_00(vA). Thus, letting first
v — oo and then A — oo gives (B.3)), as wanted. O

Proof of (ii) of Theorem [L1l. Consider some large A and define for N > k* an
integer v such that k¥T*~1 < N < k¥** and mo € [k*~1, k*] such that mok” <
N < (mo + 1)]{5”

We are interested in computing

1
(5.4) lim —— 1iatn)=al -
N-oo g(N) e<§(:N) [a(ng)=a]

Changing N to mpk” changes the limit in two ways. The first contribution is due
to the shortening of the sum and the second contribution is due to the changing of
the normalizing factor. Both contributions change the value by at most

g(N) — g(mok") g(mok") 1
d) T gmer Dy T (1 Tt 1)
1 1
<

<
mo+1 = kA1

Therefore, we are interested in computing

1
W Z Z 1[a(n£):a] .

m<mo g(mkv)<L<g((m+1)k”
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We note that for any A, each sum between g(mk") and g((m+1)k") is of substantial
length for large enough v:

hmg«m+Uﬁﬁ—MmW):<m+1)ﬁ_<m>g

v—00 g(mok") mo mo

mo
B A B
mg — 1 k*—1
>1-— >1— —— 0.
- ( mo ) - ( kA ) g

Hence, for m € M; for some 1 < i < s we find

: 1 (m+ 1) —mP
5.5) lim ——— 1y (n)—a) = ————————d(b;(ng), ).
(5:5) Jm o > (bi(ne)=al e (bi(ne), )

g(mkv)<t<g((m+1)k¥)

This already shows, that the limit in (5.4) can only exist if d(b;(n¢), a) coincides
for all 1 < ¢ < s. For the other direction we need to show that the contribution of
m € My is negligible. We find that

. 1 (m+1)° —m’
lim ——— g((m+ 1)) — g(mk") = —
voroe glmok®) m%) mg% mg
m<mo m<mg

By the mean value theorem, there exists some ¢ € [0, 1] such that (m +1)% —mf =
B(m + €)P~1, which is monotonically decreasing in ¢ (as 0 < 3 < 1 and, therefore,
B —1<0). Thus, we have (m + 1)? —m? < BmP~! which gives

(m+1)7 —m” pm
Z%< > mﬂ

me Mo Mo
m<mg m<mgo

pmft
> T

m<|Mon[0,mo—1]] %0

_ (|Mm[o,mo—1}|+1>ﬁ

IN

mo

where the last inequality is obtained by estimating the sum by an integral. This
shows that the contribution of m € Mj is negligible for large \. We note that for
N — oo we also have v — oo which gives,

1
lim —— Lioin)—a
N=oo g(N) z<gZ(N) [a(ng)=a]

1 1
lim — Lagm)—al +O <—)
N—oo g(mok") Z<g(2n:0kv) [a(ne)=a] A—1

. 1 1
= Jim Z g(mok?) Z Lia(n)=a) +O <k,\—1> :

0<m<mo g(mkv)<e<g((m+1)k¥)

Let us assume that d(b;(ng),«) = d(«) for all 1 < i < s. Thus, we have for m ¢ M,

N B L e e o )
INTORT) vy <b<g((m+1)kv) gimo
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This gives

1
lim —— 1 _
N-vo0 g(N) zg%(:N) [a(n¢)=a]

— d(bi(ne), ) + O <<|M° 0 [?7’1:10 - ”')ﬁ> +0 (kf_l) .

The error terms vanish for A — oo as mg > k*~'. Thus one needs to let first
A — 00 and then N — oo to achieve the desired result.

O

6. SUBSEQUENCES OF PRIMITIVE AUTOMATIC SEQUENCES

We start this section by discussing a result by the last author [26], which allows
to represent a k-automatic sequence a(n) which is primitive and prolongable as a
combination of an almost periodic sequence and a sequence that looks random in
some ways. This representation has the form

(6.1) a(n) = f(s(n),T(n)),

where s(n) is a pure synchronizing k-automatic sequence taking values in Q(¢) for
some ¢ > 1 and T'(n) takes values in a finite group G with the following property.
For every j < k and ¢ € Q(®) there exists 9j.q € G such that T'(n-k+j) = T(n)-g; s(n)
holds for all n € N. We see that T takes a particularly simple form when s is
constant — this corresponds to a so called invertible (sometimes also called bijective)
automatic sequence.

Example 6.1. We consider the following automaton, with input alphabet {0, 1}.
0

q1 q2

The sequence s(n) corresponds to the following automaton.
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start — (QO, q1, Q2)

(90,93, G4)
The group G = S3 and the group elements g; 4 are given by

90.(q0,01.02) = (12); 91.(g0.01.02) = (23),
90,(q0,a3,02) = (12)s  91,(qo,g5,04) = s

and the function f is given by f((¢i,,Gis» Gis),9) = i, 1, For a more detailed

treatment of this example see [20].

We start by discussing some properties of synchronizing automatic sequences.
For a more detailed treatment of subsequences of synchronizing automatic sequences
see [10]. We recall that a word w € ¥* is synchronizing for an automaton A =
(Q,q0,%,6,A,7) if 6(q,w) = d(qo, w) for all ¢ € Q. This implies directly that the
concatenation of a synchronizing word with any word is again synchronizing. We
define the set of synchronizing integers as follows.

S :={n € N: (n) is synchronizing}.

We will also make use of a truncated version, Sy := SNJ0,. .., k*—1]. We recall that
by the defining property of a synchronizing word, s(n) = s(m) if n = m mod k*
for m € Sy. Moreover, we have lim_, o ‘i—i‘ =1 by [10, Lemma 2.2]. This already

shows that s(n) is almost periodic, i.e. it can be (uniformly) approximated by
periodic functions.

T(n), which is sometimes called the invertible part, looks much more random
in many ways, but still has some periodic properties. In particular, there exists a
normal subgroup Gy such that G/G = Z/dZ for some d € N which is coprime to k
and depends on the sequence a(n). Furthermore, there exist cosets Go, G1, ..., Gq_1
such that T'(n) € Gy, mod ¢y for all n € N.

One of the key tools to study the distribution of sequences that take values
in G are (unitary and irreducible) representations (see for example [30] for more
information on linear representations of finite groups). An m-dimensional unitary
representation D : G — U, is a homomorphism from G to the set of unitary m x m
matrices. It is said to be irreducible if there exists no non-trivial subspace V' C
C™*! such that D(g)-V C V holds for all g € G. The periodic behaviour described
above manifests itself in the existence of special representations Dg, Dy, ..., Dg_1
from G to U; which can be defined via

Dyr() = ("51).
We say that two representations D, D’ are equivalent if there exists a matrix A € U,
such that D’(g) = AD(g)A~! for all ¢ € G. It is a well-known fact that for
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a finite group G there are only finitely many equivalence classes of irreducible
and unitary representations. Furthermore, non-equivalent irreducible and unitary
representations D, D’ are orthogonal, i.e.

|G|ZD 9)D'(g9)

geqG

0=(D,D") =
Very importantly, one can use representations to determine the asymptotic dis-
tribution of a sequence (see for example [20] for a proof).

Lemma 6.2. Let G be a finite group and v be a probability measure on G. Then
a sequence (Ty)n>0 15 V-uniformly distributed in G, i.e., % > 0z, =V, if and
only if

(6.2) Jim = Z D(z,) / Ddv

n<N

holds for all irreducible unitary representations D of G.

Remark 6.3. The above lemma actually works in a much more general setting.
That is, the same statement holds when G is a compact group and v is a regular
normed Borel measure in G.

6.1. A general strategy. Now we describe a method on how to work with subse-
quences of primitive automatic sequences using (6.I]). We need another definition
before tackling this task.

Definition 6.4. A sequence (ny)een of nonnegative integers distributes reqularly
within residue classes if for any h € N, 0 < m < h there exists some ¢y, (m; h) such
that
[{¢ < L:ng=mmod h}|
m
L—oo L

= cp,(m; h)

and it is multiplicative in the second argument, i.e. ¢,,(m;hy - ha) = cp,(m; hy) -
¢n, (m; ha) for any m € N and co-prime hq, ha. We write ¢(m;h) = ¢, (m; h) if ng
is clear from the context.

Now we are able to state the main theorem of this subsection.

Theorem 6.5. Let (ng)een be a strictly increasing sequence that distributes regu-
larly within residue classes such that

: A —
(6.3) ,\ILH;O Z c(m; k™) = 0.
m<k?
mgéS,\
Furthermore, we assume that for any irreducible and unitary representation D dif-
ferent from D; and any A € N,m < k*,

(6.4) lim — Y D(T(ng)) =0.
(<L
ny=m mod E*
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Then the densities of s,T and a along ny exist and are given by

d(s(ne),q) = lim Z Ls(m)—q) c(m; k™) = li)n;o Z s (m)=q) c(m; k%),

A—00
meSy m<k>
d .
d(T(?’Lg),g) = @ : C(],d) fOT’g € Gja
d(a(ne), o) = Z d(s(ne),q) - d(T(ne),9) - L{f(g,9)=a] -
q€Q,9€G

Proof. We first show that the limit

. LA
Jim Y Liry=g (3 KY)
reSx

indeed exists. We find directly that

Z 1is(r)=q] c(r;k’\) < Z c(r;k’\) =

resi 0<r<k>

Let us now assume that r € Sy with s(r) = ¢. Then we have that r'k* +r € Sy and
s(r'k*+r) = qforall 0 < v’ < k. Also, we have Y,/ c(r'k*+r; KAT) = c(r; k).
This shows -

Z 1 =q] C T k ) Z 1[s(r):q] C(T;k/\+1).
rESN TESAT1

Thus, we have a bounded and monotone sequence and, therefore, the limit exists.
We work from now on only with (a(n¢))sen and prove the other results along the
way. We start by approximating s by a periodic function,

1 1
T2 lamo=a =7 2. D LGt Tm)=al
<L m<kA <L
ny=m mod E*

[{¢ < L: (ng mod k) ¢ SA}|> .

. <L:
= ZE > 1[f(s<m>,T<ne>>—a]+O< L

meSx <L
ny=m mod E*

We find, since n, distributes regularly within residue classes and by (G.3),

|{€ S L: (ng mod k>‘ ¢ S)\}‘

. . A
L L a2 i) =0
T‘%S,\
Thus, we are interested in computing
(6.5)
1 1
Do > lemreo=a =Y. X T D Liarm=al-
meSx (<L geEQ MESH (<L
ny=m mod I s(m)=q ny=m mod 1%

Hence, we are interested in finding an asymptotic distribution of T'(ny) for n, =
m mod k*, which will be done via Lemma
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We find by the Chinese Remainder Theorem and as d and k are coprime,

1
LT Z DT = Jim 7 2, 2, DilT(w)
0<m<k> <L
ng=m mod 2

(6.6) = lim — e <j—Z>
ogggkk O<§z;dL oo L Zzg;, d

ny=m mod 1%
ny=i mod d

> Y cmetiae (1)

0<m<k* 0<i<d

=> c(i;d)-e(‘%).

0<i<d

This finishes the computation of the left-hand side of (G.2)) together with (G.4).
Thus, it remains to construct a suitable measure v. We define v as

vo)= i 3 Dl Y etisay-e (1)),

0<j<d 0<i<d

If g € G, we find
1 . v-] —5-7
0<i<d 0<j<d

= @c(s ;d) - d.

Thus, it follows directly that v is probability measure on G. Moreover, we compute

/Ddu_ZD

geG
o;do;@ ( > |(1;\ ZD(9)~W-

As the irreducible and unitary representations are either equivalent or orthogonal,
we find that fG Ddv =0 unless D = D; for some 0 < j < d. Since

‘G|ZD =1,

geG

we find

/Ddu— (i;d)e<%).
0<i<d
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By (6.6]), this shows that the sequence T'(ng) is v-uniformly distributed in G. Fi-
nally, we are able to simplify the expression for . We find for g € G,

V(g):é 3 e<_i2'j) 3 c(i;d)e(%)

0<j<d 0<i<d
1 N J(i — i)
=1 Z c(i;d) Z e( 7 )
0<i<d 0<j<d
1 .
= @ Z C(Z; d) -d- 1[i=’ig]
0<i<d
d
= — - c(ig; d).
|G| C(’LOa )
Thus, we can apply Lemma [6:2 and find for g € G,
. c(m;EY) _d .
Jim == > Yren=a = gy ol d) = dT(ne), ).

(<L
ney=m mod k>

Coming back to (6.3]), this shows in total

1
Jim = 1ol
<L

= Z C(m; k)\) Z d(T(nE)’g) l[f(s(m),g)za] +O Z C(ma k)\)

meSy geG mQS,\
=3 d(T(ne),9) Y D emik) 1pgg=a +O | > clm, k)
geG qEQ mES) m¢gSx
s(m)=q
The result follows now for A — oo. O

It turns out that (6.4) is usually the most challenging part about applying The-
orem

7. THE SUBSEQUENCE ALONG PRIMES

We apply in this section Theorem to the subsequence along primes which
reproves results from [26] using this new framework. For this purpose we are re-
peating the key arguments from [26].

We find directly by the Prime Number Theorem in arithmetic progressions that

Lim)=1 _

1
lim —— Z 1[p£r modm] = — N — c(r;m).
N—oo T(N) = p(m)

One finds directly that primes distribute regularly within residue classes. Moreover,
(r,k*) =1 < (r,k) = 1 holds with positive probability. Thus, c(r; k") resembles a

uniform distribution on a subset of [0, ..., k* —1] with positive density (independent
of ). This shows ([G3)) as limy_ I‘:i‘ =0.
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Thus, it remains to show for any m,h € N,

(7.1) im ——| S D) =o.

The key ingredient was to generalize and use a method developed by Mauduit
and Rivat [24]. We will focus here mainly on the generalized version, as it proved
to be better applicable in this situation. We fix some k € N and let fy(n) denote
f(nmod k*) and let .7 denote the Hermitian transpose. We also need the following
two definitions.

Definition 7.1. A function f : N — Uy has the Carry property if there exists
n > 0 such that uniformly for (A, o, p) € N? with p < ), the number of integers
0 < ¢ < k* such that there exists (n1,n2) € {0,...,k% — 1}? with

(7:2)  fUR* 401+ 1) FIR* +01) # farp(CEY + 11+ 12) T forp (K + 1)
is at most O(k*~"") where the implied constant may depend only on k and f.

Definition 7.2. Given a non-decreasing function v : R — R satisfying limy o 7(A)
= +oo and ¢ > 0 we let F, . denote the set of functions f : N — Uy such that for
(a,\) € N? with o < ¢ and t € R:

(7.3) E Y fuk®)e(—ut)|| < kYO,
u<k> F

We say in this case that f has the Fourier property.

The main difference between the given definitions and the ones used by Mauduit
and Rivat is that they only considered complex-valued functions f and a stronger
Carry Property corresponding to 7 = 1. The proof of the following result (to be
found in [26]) is in very large parts identical to the corresponding proof in [24].

Theorem 7.3 (Theorem 4.3 in [26]). Let v : R — R be a non-decreasing function
satisfying limy_00o ¥(A) = 400, and f : N — Uy be a function satisfying Defini-
tion [Tl for some n € (0,1] and f € F, . for some ¢ > 10 in Definition [[2. Then
for any 0 € R we have

(74) Z A(n)f(n) e(an) < cl(k)(log l,)cz(k)xk—VW(ﬂ(logw)/(SO log k)J)/20,
n<x
with the same constants as in 248

The factor e(fn) is in particular useful to detect n = a mod m via the following
identity,

1 h(n —a)
- Z e\————— | = l[nza mod m] -
m m

0<h<m

8This estimate is non-trivial whenever log(z) = o(y(x)).
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Furthermore, it is classical to replace estimates for the sum along primes by
correlations with A. This gives (for example by [I8])

%Zf(p)e(pé)) < 1og1N7r max ZA end)|| +OWN).
p<N

F F
The Prime Number Theorem ensures that log(N) - m(N) ~ N. In total we find

% > 7)) < max Zf
p<N

p=a mod m

1
< o maxmax > A(m)f(n)e(nd)| +OWN).
n<t
F

Thus we have shown the following corollary.
Corollary 7.4. Let v : R — R be a non-decreasing function satisfying

lim y(\)/log(A\) = +o0,

A—00

and f : N — Uy be a function satisfying Definition [l for some n € (0,1] and
f € F,c for some ¢ > 10 in Definition [[L2l Then for any a,m € N we have

Naturally, we are now interested in the case f(n) := D(T(n)). The Carry-
Property for D(T'(n)) follows from the way that the digital representation of n
influences T'(n).

Proposition 7.5 ([26]). Let D be any unitary and irreducible representation of G.
Then D(T(.)) satisfies Definition [[1] for some n > 0.

The much more challenging part was to show the Fourier Property.

Proposition 7.6 ([26]). Let D be a unitary, irreducible representation of G differ-
ent from D;. Then D(T(.)) € Fy . for some linear v and all ¢ > 0.

We note that Proposition does not hold for D = D, in fact for ¢t = j/d we

have
1
— E Dj;(n)e(—nt/d) = N E e(0) =1.

n<N n<N

Thus we have shown (ZI]) and are able to apply Theorem which gives the
following result.

Proposition 7.7. Let a(n) be a prolongable and primitive automatic sequence.
Then the density of a(n) = « exist along the subsequence of primes.

Finally we prove Theorem [[.4] saying that there exists m with diog(a(pn), ) =
diog(a(nyg), o), where n, runs through all positive integers with (n,m) = 1.
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Proof. We first use Theorem [Tl to find B = {bi1(n),...,bs(n)}. Each of the b;
can be written as b;(n) = fi(s;(n), T;(n)), with some d; = d(b;). We choose now
m =k -[]d; and let n, denote the sequence of integers that are coprime to m.

We find immediately that n, distributes regularly within residue classes and that
¢, (my h) fulfills (63). Furthermore, ([@4) is an immediate consequence of Propo-
sition Thus, we can apply for any b; Theorem both for the subsequence
along P and along ny.

A simple computation shows that

1
cp(r; k)\) = Cn, (75 k)\) = 1(7“7/9):1 W
and
1
'di:n ;di:]-r-:—-
cp(ridi) = cn, (r;di) (rdi)=1 o(dy)
This shows immediately that d(b;(pn),«) = d(bi(ng),«) for all 1 < ¢ < s. The
result follows now directly from Equation (&.3)). O

We remark that Theorem [[4] can be also used to observe zero densities. Namely,
we have djoq(a(mn + r),a) = 0 if and only if djoe(a(pn),a) = 0 for all r with
(r,m) =1.

8. THE SUBSEQUENCE ALONG SQUARES

The goal of this section is to compute the density of primitive automatic se-
quences along squares. There are already some interesting results in this direction
that we want to mention here. The first and ground-breaking result is due to
Mauduit and Rivat [22], where they showed that the Thue-Morse sequence takes
values 0 and 1 with density % along squares. This result relies on L' estimates of
the Fourier-Transform and is thus not possible to extend to general automatic se-
quences. However, it was generalized to invertible automatic sequences by Drmota
and Morgenbesser [13]. Moreover, there are results about the density of blocks
along squares (i.e. normality) for the Thue-Morse sequence by Drmota, Mauduit
and Rivat [12] and, more generally, strongly block-additive functions mod m by the
last author [27].

Finally, and most important for this section, there is a new result by Mauduit and
Rivat [25] which gives density results along squares, for all functions satisfying the
Carry-Property and the Fourier-Property (again in the stricter sense). In particular,
they only consider complex-valued sequences f, and a stronger Carry-Property, i.e.
n=1

The main result of this section is the following theorem.

Theorem 8.1. Let a(n) be a prolongable and primitive automatic sequence. With
the notation from (GI), we write a(n) = f(s(n),T(n)). Then there exist the den-
sities d, = d(s(n?),q) and dy = d(T(n?),g). Furthermore, we have

da(n®),a)= Y dg-dy-Li(gg)=al

q€Q,9€G

Naturally, the idea is to apply Theorem for the subsequence ny = ¢2. Thus,
the proof splits into two parts. We first aim to show (63)) and then (G.4).
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8.1. Synchronizing automatic sequence along squares. The main result of
this subsection is the following proposition.

Proposition 8.2. The subsequence along squares distributes reqularly within residue

classes and fulfill ([G3).

We first observe that

~ {0< 2 <h:2*=mmod h}

= - .

This already shows that the subsequence along squares distributes regularly within

residue classes by the Chinese Remainder Theorem. It thus remains to prove (G3).
As ¢(m; h) is multiplicative in the second coordinate, we are interested in ¢(m; p%),

where p is a prime. We will use the following results which follow directly from

Hensel’s Lemma.

c(m;h) :

Lemma 8.3. Let p be an odd prime and o > 1. Then we have for m # 0 mod p®
and any £ > 0,

atey _ c(m;p?)
c(m;p = -7,
( ) P
Furthermore, if & > 3,m # 0 mod p®~2, then for any £ > 0,
o c(m; 2%)
c(m; 20t = —r

Corollary 8.4. Let k=p{*-...-pS, where p; € P. Let A € N and a such that for
all i,

m # 0 mod p)* 2.

K3
LA
Then, c(m; kM4) = % for all £ > 0.
We are now ready to prove Proposition

Proof of Proposition B2 This will allow us to show the following result.

; LAY —
(8.1) /\IL)H;O Z c(m; kM) = 1.
m<k>

Vi:m#Z0 mod preiT?

i

By the Chinese Remainder Theorem it is sufficient to show

. A

lim E e(m;pfit)y =1
A—00 N

m<p?i
Ao —2

m#Z0 mod p

or equivalently

lim E c(mp?iA*Q;p?‘i)‘) =0.
A—00 5
m<p;

We conclude the proof of (81l by noting

‘{w < pit s 2? = mp* T2 mod p2it}

22| eI o, ),

§‘{x<pf‘i>‘:a:50modpi

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.



AUTOMATIC SEQUENCES ALONG PRIMES AND SQUARES 481

We find by Corollary B4
Z c(m; kM TA2)

mESA1+>\2

> Z Z c(mgk’\1 + my; k’\1+’\2)

my <k Mo <k 2
Vi:mi 20 mod pg\lai_Q mak M +m1 €S, 4,

1
_ LAY
= E c(my; k ) BE g 1.
my <k ma<k™2
Vi:miZ0 mod pjlai’72 m2k>‘1+m1€SA1+>\2
We recall that any concatenation of a synchronizing word with any other word is
again synchronizing. Thus, my € Sy, implies mak™ +m; € Sy, 1, giving in total

Z c(m;k’\l"’k’“)z Z c(ml;k’\l) . k; Z 1],

MESX +2y mi<kM ma€Sx,
Vi:m1Z0 mod prteiT?

i

which finishes the proof as both factors tend to 1 for A\j, Ao — oc. O

8.2. Generalizing the result of Mauduit and Rivat for squares. The main
result of this section is the following theorem.

Theorem 8.5. Let v : R — R be a nondecreasing function satisfying limy o, v(\)
=00, and let f : N — Uy be a function satisfying Definition [[] for some 1 > 0
and f € F, . for some ¢ > 18 in Definition [[2 Then for any 6 € R, we have

Z f(n2) e(nb)|| <a.sn (log x)w(q)+2 (xk_nv(zt(Slogxgé(loomg k)J)) 7

o<n<x 9

where the absolute implied constant only depends on d, f and k.

The proof works exactly the same as in [25], one only needs to account for the
newly introduced constant 77 > 0 and needs to be more careful as matrices do not
commute. This part should be read alongside with [25] and we only comment on
the necessary changes briefly.

Lemma 1 of [25] can be easily adapted to matrix valued sequences:

Lemma 8.6. Forall z1,...,znx being complex d x d matrices and all integers k > 1
and R > 1, we have
2

> -

1<n<N P
N+ EkER -k r
s/ Y iz Y (1-5) X )
1<n<N 1<r<R 1<n<N—kr
N+ kR —k ) r
= X iz Y (1-F) X tr(easia)
1<n<N 1<r<R 1<n<N—kr
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The next few lemmata can stay completely unchanged. The next one that needs
to be changed is Lemma 7:

Lemma 8.7. Let f : N — Uy satisfying Definition [T, and let (v, k,p) € N® with
3p<v<nk<v+2p Theset& ofne {k¥ 1 ...,kY —1} such that there exists
0€{0,...,k" =1} with f(n® + k)" f(n?) # forp(n® + k) foi,(n?) satisfies

1p
2

card £ < cardy k"™

The proof stays essentially unchanged, but it will be important later that one
takes the hermitian of f(n? + /) instead of f(n?).
For Lemma 8 we only need to change the final conclusion to

card £ <, LY —nvi—vo) + k%‘”rl/z*l/o log(klm)k*n(l/l*l/o).
We are now ready to tackle the estimate of
Soi= > f(n?)e(dn).
N/2<n<N
We apply Lemma 86l to cut off high digits, just as in [25]. We only need to replace,
Sir) =" > f((n+r))"f(n®) e(r).
nel (N,r)
Next we apply Lemma again to cut off low digits. The resulting sum is
Sy(rys) = D Fu(ntr sk L, (04 sk)2) fuy (02)7 fu ((n +1)%).
n€ls(N,r,s)

However, as we are only interested in the trace of S4(r, s), we are able to replace it
with
S L D s 0D (4 1)) fn (7 + sk,

n€ly(N,r,s)

After having this explicit order for the terms, we can use the definition of the double
truncated version, to rewrite it as

ST (4 K2 fors 027 foy iy (04 7)) foy (04 7 + 5B,
n€ls(N,r,s)

Thereafter, most things stay unchanged, one only needs to be careful to not change
the order of the terms, e.g. the estimate for S)(r, s) becomes

Si(rys) < K070 57 fan, (R0 1)
[h1|<H

> S 19(=h2)d(=ha = h1)glhs — h1)g(hs)]

0<hy<k¥2—¥0 0<hz<k’2—"0

<2h1’l” —|— 2(h2 —|— hg)Skyl >
S e i} ).

n€ly(N,r,s)

However, we have now set up the order of the terms, such that everything works
out just as in [25].
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The next more substantial change has to be made to Lemma 9, where the final
estimate needs to be replaced by

N A n=vg=v(2) Vo—11
>, Yo g+ 0a)5 <apr k' F (log(k*2))?,

0<h<kY27v0 0<f<kv2—v0—X

i.e. we needed to take 7 into account, which was equal to 1 in [25]. This leads to
the estimate

1 vi—vg—v(va—rg—2p _ _
R Z Sg(r) < kv —" N )(log kY277 + pk¥ P log k.
1<r<R

The rest of the proof stays unchanged and one only needs to choose the values for

p’ differently, i.e.
o |, 2(2p)
Gt

This finishes the proof of Theorem

8.3. Finishing the proof of Theorem [8.1]land Theorem [IT.3l We have already
seen that n? distributes regularly within residue classes and that c,2(m;h) satis-
fies ([63)). It remains to apply Theorem to the function f(n) = D(T(n)) for
unitary and irreducible representations D different from D;. Again the factor e(nf)
can be used to detect the residue of n? modulo k*. Thus, we can apply Theorem [6.5]
to the subsequence along squares, which gives immediately Theorem [R11

The main part of Theorem [[.3]is now an immediate consequence of Theorem [TI]
It will just remain to prove that when the input base k is prime, then the densities
are computable rational numbers.

9. COMPUTABILITY OF DENSITIES ALONG SUBSEQUENCES
We first start with the primitive and prolongable case.
9.1. Densities of primitive automatic sequences. We use this section to recall

a classical results about densities of pure, primitive and prolongable k-automatic
sequences. Therefore, we need the following definition.

Definition 9.1. Let A=(Q,{0,...,k—1},0,q0) be a DFA, where Q={qo,q1,---,44}
We define the incidence matriz M = M(A) as follows:

M = (m; j)o<i,j<d;
where m; ; = [{0 <w < k: (g5, w) = q; }|.
One sees directly that Zogigd m;; = k for all 0 < j < d. Thus one has that

(1,1,...,1) is a left-eigenvector associated with the eigen-value k. It turns out that
the right-eigenvector associated to the eigenvalue k describes the densities.

Theorem 9.2 (Theorem 8.4.7 and 8.4.5 of [1]). Let (a(n))n>0 be a pure and primi-
tive k-automatic sequence with incidence matriz M, as in Definition @1l Moreover,
let v = (vg,...,vq)T be the positive normalized right-eigenvector of M associated
with the eigenvalue k. Then

d(a(n),q) = v; € Qso,
for all0 <i<d.
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Example 9.3. We discuss the paperfolding sequence with respect to Theorem
The transition diagram of the paperfolding sequence is given below.
0

1
start —> @ 1

1
1

Thus, we find that the transition matrix is given by

1010
1100
M_0101’
0 011

with the unique normalized eigenvector (1/4,1/4,1/4,1/4)T associated with the
eigenvalue 2 and consequently, both the value 0 and 1 have density 1/2.

9.2. Primitive automatic sequences along primes. We recall here how to
explicitly compute the densities of primitive automatic sequences along primes.
We only consider the case when a is pure as the general case follows immedi-
ately. Therefore, let (a(n))n>0 be a primitive and prolongable k-automatic se-
quence. Next we consider the (explicitly computable) decomposition in (6.1]), i.e.
a(n) = f(s(n),T(n)), where s(n) is a pure synchronizing automatic sequence and
T'(n) takes values in a finite group G. Then we computed d = d(a)E
Thus, we know by Theorem [[.4] that

d(a(pn), ) = ﬁ Z dla(mn + 1), ),

where m = k- d. Moreover, the sequence ((a(nm),...,a(nm 4+ m — 1))),>0 is
again a primitive and prolongable k-automatic sequence which is usually called
the m-compression. It can be for example constructed by starting with the state
(a(0),...,a(m — 1)). Then we define 6((qiy,---,4i,,_,),J) as the set of m states
that we obtain by first writing the word of length mk,

6(Qi070)7 5(Qi07 1)7 ey 5((12‘07 k— 1)>5(Qi1>0)7 ey 5(Qim,17k - 1)7

and then picking the subword at positions jm,...jm + m — 1M 1t just remains
to add new states until the automata is closed under this new transition function.
Then (a(nm + r)),>0 is the projection of this newly defined automatic sequence
onto the r-th coordinate.

We finally note that d(a(mn + r), ) € Q and, therefore, d(a(p,), ) € Q.

r<m,(r,m)=1

9This is again explicit, as there are only finitely many possibilities to check.
10This construction is much more intuitive when working with substitutions instead of
automata.
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Example 9.4. We continue the discussion of the paper-folding sequence from Ex-
ample[@.3l We see directly, that the paper-folding sequence is synchronizing. Thus,
T(n) = id and G = {id} are trivial and m =k =2 as d = 1.
Thus, we need to consider the 2-compression of a(n). The corresponding transi-
tion diagram is given below,
0

1
0
0
1

1
We note that this is basically the same transition diagram as for the original
paper-folding sequence. Thus, the density of every state is again 1/4. However,
now we need to consider the projection to the first coordinate which shows that the
density of b and d are 1/2 and the density of a and ¢ are 0. Thus we conclude that

the density of the symbols 0 and 1 in the subsequence of the paperfolding sequence
along the primes are 1/2.

9.3. Primitive automatic sequences along squares. For the sake of simplicity
we only consider the case, where the base k is prime. The general case is much
more technical, but the densities can be computed explicitly by Theorem even
if it is not clear whether they will be rational.

Theorem 9.5. Let k be a power of a prime number and a(n) a primitive and
prolongable k-automatic sequence. Then the density along squares is rational.

Proof. As d(T(n?),g) = % -c(j;d) € Q for g € G;, we see that we only need to
consider the synchronizing part, i.e. we need to show that

)\ILII;O Z 1[s(m):q] c(m, k ) €Q.

m<k?

Since s(n) is a synchronizing k-automatic sequence, for k = p®, we know by [7]
Proposition 3.3] that it is also p-automatic and synchronizing. Thus, we assume
without loss of generality that k is a prime from now on. We first consider the
case when k = 2. We already know that the limit above exists, so we pass to the
subsequence 2X 4+ 1 to determine it. First we note that we can ignore m = 0 as
c(0; k*A1) = k=21 — 0. Then we rewrite m = m/k* 1 + m{k?* for some m{, # 0
and 0 < o < \. Since k is assumed to be prime, we have by Lemma [R.3 that
c(mk?H; k2r L)

c(m; k”‘+1) = R

We can also determine c(m)k?*; k?**t1) quite easily, as 22 = m)k?* mod k**!
if and only if z = 2’k#T! + z{k* where (x})? = m{, mod k. Thus we have that
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c(myk®; K2+ = 2/k#TL if m) is a quadratic residue modulo k and 0 otherwise.
So we are left with

d(s(n),q) = lim 3 yamy=g) c(m; B4

m<k2A+1
21 1
= hm l[s(m/k2p+1 I 12—l T T T oy o
Z Z Z +mok?#)=q]| w22 —2pu "
A 0 HEN = QR <FEA -2 ko kot ko

Now we aim to split the contribution of m’ and m{. We let § denote the transition
function for s and have s(m'k?*Tt + m{k*) = §(qo, (MK + mik?*),) = ¢ if
and only if there exist ¢i, g2 such that §(qo, (m')x) = q1,6(q1,(mf)1) = g2 and
8(qa, (0)7*) = q. Moreover, we see that

]{:2)\;_2“ Z 1 [6(QOa (m/)k) = q] = d(S(TL), q) + 0)\—”—>oo(1)~
m! <k2X—2u

Thus we have in total

d(s(n?), q)

. 2
=Jim 30D D Lsewaenimpkn=a Tz

0<pu<Amy=QR m/ <k2X—2n

Jmo > > D

41,02€Q 0Sp<Ame=QR m/ <k2A—21

2
X s(go,(m)=a1] Lis(ar,(mp)h)=a2) L1s(a2,(0)2)=a) F2rpii

2
2l X Wamph—al 3

q1,2€Q \m{=QR

. 1 1
- Him Z o L6 0)2)=a) " | T2r2m Z Li5(g0.(m") 1) =a1]
0<p<A

m/ <k2XA—2n
2
= 2 | 2 lswtmph—el
q1,92€Q \m{=QR

. 1
clim Y 2 Listan02)=q)  (A(5(0), 01) + 03— (1))
0<pu<A

A—00

We note that the sum of the o(1) terms is negligible as Zu>0 k~# is absolutely
convergent. Thus, we have B

(9.1)
2 1
2
d(sn®),0) = 3 dls),q) Y Lt mpbi=el 3 Do T o(an0))=al
q1,92€Q my=QR pu>0
As d(s,q1) € Q it only remains to show that
1
(9.2) > 7 Lstan0)2)=q € Q@
n=>0
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However, §(g2, (O)i" ) is an eventually periodic sequence (as we iteratively apply
5(.,(0)2)). Thus ([@2) is a finite sum of geometric series with rational ratio and as
such rational.

The case k = 2 works mostly analogously. The only difference is that (due to
Lemma[R.3) we have to write m = m/k* 3 +m{k?* where m{, = 1. Hence, we have
c(m; 223+ = (221 22143) /22A=21=2 = 1 /22A=1~1 We find in total, analogously

to @I)

1 1
(93)  d(s(n®),q) = Y d(S(n),th)~1[5(q1,(1>g)=q2]5'22—”1[&%,(0);“):(1],
q1,92€Q u>0

and the proof finishes using the same arguments. ]

Example 9.6. We discuss again the paperfolding sequence with respect to Theo-
rem

We first discuss the automatic sequence without the projection and call it s’
As the paperfolding sequence (and s’) is 2-automatic, we have to apply (@3). We
also see that §(q,001) = b for all ¢ € Q. Thus, only go = b gives a positive
contribution and clearly >°, o d(s'(n), ¢1) = 1. This gives

d(s'(n2), q) = % 3 2% 1[6(b, (0)2) = gl.
n>0

Moreover, we have 6(b,00) = a,d(a,00) = a. So that only a,b have a positive
density along squares:

1 1 1

(.2 _ - =

d(s'(n?),a) = 5> 5o = 5.
p>1

1 1 1

102 _ = =

d(s(n),b)_%z:()% 2

As both a and b are projected to 1, we find that the density of 1 in the paperfolding
sequence along squares is 1.

9.4. Logarithmic densities of general automatic sequences. We focus in
this section on how to compute the logarithmic density of automatic sequences (in
particular of the M; in Proposition LT]). There is for example an explicit formula
in [I], namely Theorem 8.4.8 (and Corollary 8.4.9). However, this one is rather
hard to use in practical terms. There is also a (slightly vague) description in a
presentation by Bell [2]. We can find a very similar (if not identical) description as
in [2].

We note that for each of the M; in Proposition [£.1] we have that if m € M; then
also mk* +r € M; for all A > 0,0 < r < k*. Thus, we let S; denote the set of
integers that “generate” M;, i.e.

S; == {m € M; : Amg € M;, N > 0,0 < r < k* with m = mok™ +7}.
This allows us to decompose M; into a disjoint union,
M= [ {mk*+r:1>0,0<7r <k}

meS;

HThe output is then on the alphabet a, b, c, d.
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A simple computation shows

diog({mE* +7: 1> 0,0 <r < k*})

- Llﬁnéo log( mk;L Z Z k:A +r

0<,\<L 0<r<k>

B m—i—l)k)‘ 1
7Ll—>o<>10gml<iL Zl < >+O<mk’/\>

0<A<L
= lim !

L—oo Llog(k) + log(m)
_log(141/m)
— log(k)

(Llog(l1+1/m)+ O(1))

This gives in total
(9.4) diog(M;) = Z log(1+1/m).

IOg mES

There is a conjecture in [I] that says that the logarithmic density is always
the fraction of logarithms of rational numbers. This is trivially true whenever S;
is finite. However, there are also examples where this is not obvious at all (the
following example also appeared in [2]):

Example 9.7. We consider the following 3-automatic sequence that is 1 if the base
3 expansion starts with 100...001 and 0 otherwise. The corresponding automaton

is given below.
0’172

07172

We have that b;(n) = 0 and by(n) = 1 for all n > 0. Moreover one finds that
={3"+1:A>1}.
Thus one has

1 1
dlog(MQ) = m /gllog (1 + ﬁ)

“ i e 11 <1 * ﬁ)

A>1

We end this section with another example that was already discussed in [26] for
which the density along primes does not exist.
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Example 9.8. We consider the following automaton and the corresponding auto-
matic sequence (a(n))nen-
0 0,2 0,2

start —
1

It follows by the discussion in [26] that a(n) = b holds in exactly two cases:

e n is even and the first digit of n in base 3 is 2,
e n is odd and the first digit of n in base 3 is 1.

One finds easily that the a(n) is equally distributed on {b,c}, i.e. d(a(n),b) =
d(a(n),c) = 1/2. But as discussed in [26] the density of b and ¢ do not exist along
primes.

Now how does this example work in light of Theorem (and Proposition ET))?
We first find a decomposition as in Proposition .1l Therefore, let

bu(n) = b, if n is odd, ba(n) = ¢, if nis odd,
W7 ¢ otherwise, 27 b otherwise,

and M; (i = 1,2) denotes the set of integers for which the first digit in base 3
is . One finds directly by the discussion above that this choice satisfies Proposi-
tion @Il As all prime numbers (except 2) are odd we have directly d(b1(pn),b) =
d(b2(pn),c) = 1 and d(bi(pn),c) = d(ba2(pn),b) = 0. Moreover, we see that
S1 = {1} and Sy = {2}. Thus we see by (@4) that dios(M;) = log(2)/log(3)
and diog(Ms) = (log(3) —log(2))/log(3). This shows with (3] that

_ log(2) log(3) —log(2) | _ log(2)

dlog(a(pn)v b) = log(?)) 1+ 10g(3) 0= IOg(?’).

APPENDIX A. IMPLICATIONS FOR DYNAMICAL SYSTEMS

The decomposition of an automatic sequence in primitive and prolongable auto-
matic sequences in Proposition ] has an interesting counterpart in the world of
dynamics. We start off with a short introduction to dynamical systems associated
with sequences.

There is a long history for considering dynamical systems associated with se-
quences h&ze for example [28], which is especially concerned with automatic se-
quences)

We first define the language of a sequence u = (u(n))nen (or Z instead of N)
taking values in a finite alphabet A as

L(u) :={u(m)---u(n):m<n},

i.e. the language is the set of all non-empty factors of u. Then we can associate a
compact set with this sequence,

Xyi={zcA%: L(z) C L(u)} = {(u(n+£))pen : £ €N}

121n this context one works with substitutions of constant length instead of automata. However,
we will try to avoid introducing different concepts if not strictly necessary.
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That is the minimal compact set containing u, that is closed under the shift T,
where

T((z(n))nen = ((n +1))nen-

Therefore, (X, T) is a canonical candidate to consider, when one wants to use
methods or ideas coming from dynamical systems.

It proved to be useful to consider two-sided sequences (Z) instead of one-sided
sequences (N) for the case when u is an automatic sequence.

We can make (X, T) a topological dynamical system by using the metric

Ar,9) = 3 g () + (w0,

n>0

where d,, denotes the discrete metric on A.

We can also counsider a measure-theoretic dynamical system, i.e. (Xu,B,u,T)
where (X, B, ) is a standard Borel probability space and T : X, — X, is an
a.e. bijection which is bimeasurable and measure-preserving. We call (Xy, B, 1, T)
ergodic if for every E € B with T~1(E) = E follows either u(E) =0 or u(E) = 1.

Each homeomorphism T of a compact metric space X determines many (measure-
theoretic) dynamical systems (X, B(X), u,S) with 4 € M(X,S), where M(X,T)
stands for the set of Borel probability measures on X (B(X) stands for the o-algebra
of Borel sets of X). Recall that by the Krylov-Bogolyubov theorem, M (X, T) # 0,
and moreover, M(X,T) endowed with the weak-x topology becomes a compact
metrizable space. The set M (X, T) has a natural structure of a convex set (in fact,
it is a Choquet simplex) and its extremal points are precisely the ergodic measures.
We say that the topological system (X,T) is uniquely ergodic if it has only one
invariant measure (which must be ergodic). The system (X,T) is called minimal
if it does not contain a proper subsystem (equivalently, the orbit of each point is
dense). Furthermore, a point € X is called an almost periodic point if for any
neighborhood U of x there exists N € N such that

{T"(z):i=0,...,N}NU # 0,

for all n € N.

It is a classical result that if u is a primitive and prolongable automatic sequence,
then (Xu,T) is strictly ergodic, that is minimal and uniquely ergodic. Moreover,
every point x € X, is almost periodic.

Lemma A.1. Assume that (X,T) is a topological dynamical system and let x be
an almost periodic point and y € X for which d(T7"x,Tiy) — 0 when n — oco.
Then {Tkx: k€ Z} C {T*y: k € Z}.

Proof. By passing to a subsequence T77sx — 2’ and T%"sy — 3/, where necessarily
' = y'. This shows that the intersection of the closures of the two orbits is non-
empty, so the claim follows from minimality of the orbit closure of x. (]

Remark A.2. The condition d(T’»z, T*"y) — 0 when n — oo is equivalent to the
fact that x and y have arbitrarily long common subwords.

Corollary A.3. With the notation of Proposition 1], we have that Xy, C X, for
all i. Furthermore, we have for all i,j, either Xy, = Xy, or Xp, N Xy, = 0.
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Proof. Tt follows from Proposition E.1] that @ and b; coincide on arbitrarily long
intervals. Thus the condition of Lemma [ATl is fulfilled and the desired result
follows. The second result follows easily as both Xbp,;, Xp; are minimal. O

Proposition A.4. Each automatic sequence a yields a subshift X, which has only
finitely many minimal components. They are given by the Xy, .

Proof. This is in its essence only a reformulation of Proposition 2.2 in [6]. However,
we provide nevertheless a proof as it highlights important ideas for the proof of
Proposition

First we note that there exists some ¢ € N such that every consecutive ¢ integer
contains an integer ng ¢ My, as otherwise the upper Banach density of My would
be 1. Let us now assume that z is an almost periodic point in X,. Fix K =
E*(¢ 4 2) > 1 for some A (we will later let A — oo) and we find

2(0)z(1) - 2(K) =a(L)a(L+1)---a(L + K),

for some L € N as L(z) C L(a).

We find by our definition of K that I = [L/k*, (L+ K)/k* — 1] contains at least
¢ consecutive integers, so that there exists ng € I with ng ¢ M,. Thus, we have
no € M; for some i > 1 and by the properties of M; also that nok* +r € M; for all
0<r<k

Thus we find that for every A € N there exists some 7 > 1 such that z and b; have
a common subword of length k*. As there are only finitely many b/s there has to
exist some ¢y > 1 such that z and b;, have arbitrarily long common subwords and
we can apply Lemma [AJ] This shows that {T%(z): k € Z} = {T*(b;,) : k € Z}
as both z and b;, are almost periodic. O

Proposition A.5. The only ergodic measures in X, are given by the unique mea-
sures determined by Xy, (1 > 1). (In other words the ergodic decomposition is in a
sense a decomposition into minimal components.)

Proof. Indeed, if z is a generic point for an ergodic measure then similarly to
the proof of Proposition [A4] we let K = (£ + 2) - k*, where we let this time both
¢ — oo and A — co. We find by the same reasoning as before that

2(0)z(1)...2(K) =a(L)a(L+1)...a(L + K),

for some L € N and find that I = [L/k*, (L + K)/k* — 1] contains at least ¢
consecutive integers. As the upper Banach density of M, is zero, we know that the
proportion of integers in I that do belong to My tend to 0 as £ — co. Thus, we can
cover [L, K| by blocks of the b; of length k* (up to a small proportion). It follows
that v is supported by the union of supports of the unique measures given by the
b;’s. Since v has to be positive on some X;,. As there is only one ergodic measure
on Xy, it follows that v has to coincide with it. (]

Remark A.6. Proposition [A.4] and Proposition [A.5] show that the ergodic decom-
position of invariant measures of dynamical systems associated with automatic
sequences actually corresponds to the decomposition of the topological dynamical
system into minimal components.

1 n—1

I3 A point x is called generic for a measure v if limy, 00 w0 F(TH(x)) = Jx fdv holds for

all f € C(X), whose existence is guaranteed by the ergodic Theorem.
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Lastly, we give a short application of this decomposition.

Corollary A.7. The subshift (X,,S) generated by any automatic sequence a is
orthogonal to any bounded multiplicative aperiodic function.

Proof. We take any point y € X, and suppose that it is quasi-generic for a measure
v. Its ergodic decomposition consists of finitely many measures, each of which yields
a system (Xp,,T) which satisfies the strong MOMO property by [2I, Lemma 8.1].
So the result follows from a general theory (see for example [19, Theorem 4.1]). O

APPENDIX B. UPPER DENSITY

This section is devoted to sketching a proof for the following theorem which is a
generalization of the corresponding result in [4] and follows in large parts the same
ideas.

Theorem B.1. Under the same conditions as in Theorem [L1] together with the
additional assumption 3 = 1, the upper and lower densities,

. 1 o1
d(a(ne), @) = limsup — Y liamo=a) and  d(a(ne),a) = lim inf — D agmo=al »

o0 <z <z

can be explicitly computed. Moreover, if the densities for primitive and prolongable
automatic sequences a(n) along the subsequence (ng) are rational, then so are the
upper and lower densities of a(n) along the subsequence (nyg).

In particular, we can apply this theorem to the subsequence along primes.

Corollary B.2. Let (a(n))nen be an automatic sequence. Then, the upper and
lower densities along the primes are rational and can be explicitly computed.

We will need the following preliminary results.

Lemma B.3 (Lemma 3.1 in []). Let k > 2 be a natural number, let v be a positive
real number, let s,, s, be sequences of non-negative numbers, let u',v',u be non-
negative real numbers, v a positive real number, and let b and c be positive integers.

If
(v'kbre + ke + )
(vkbte 4+ uke + s,,)

asmn — 0o and

i sup (R )
n—00 (Ukc + Sn) -
then
(U/k2b+c + ul(kb+c + kc) 4 S/ )
lim sup s>y
n—o00 (Uk2b+c + u(karC + kc) + Sn)

We note that Lemma [B.3 was stated in [4] for positive sequences s, s, and
positive numbers v/, v, u, but the proof only requires them to be non-negative.

From now on, we let (a(n))nen denote a k-automatic sequence and we let M,
1 < 1 < s, be the sets defined as in Proposition LIl We recall that in general the
density of the automatic sets M; do not exist. However, the density exists if we
only consider certain intervals.
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Lemma B.4. There exists an automaton A = (Q, Xk, d, qo) such that for 1 <i<'s
and m € N,

.M [mkY, (m+ 1D)EY — 1]
(B.1) i B = istao,(m)n)
exists and is rational.

Proof. We recall that if n € M; then also n-k+j € M;, for any j € {0,...,k—1}.
|M;N[mk” ,(m+1)k"]|
kl/

This shows that the sequence is monotonously increasing and,
obviously, bounded by 1. Thus, the limit exists.
Moreover, we recall that M; is a k-automatic set and, thus, there exists an
automaton
AD = (QW, 2, 60, q(()i)7 {0,1},7®)

such that 1j,epr = 700 (6@ (g{”, (n)1)). We define A as the product of these s
automata, i.e.

A=(Q, %k, 0,q0) = (QW x -+ x Q) 5, 6 x -+ x 5@ (g8, ... gl

Let 7; := 7 o m;, where m; is the projection to the j-th coordinate. It follows
directly that 7@ (59 (g”, (n)k)) = 7:(8(qo, (n)1)).

We assume without loss of generality that @ = {qo,q1,...,q4} and use the
incidence matrix of A to compute the limit in Equation (B.]). We see directly,
that mk” +r € M, if and only if 7;(6(d(go, (m)), (r)%)) = 1. When we consider
the sum over r < kY, we can use the incidence matrix as it encodes the sum of all
possible transitions by words of length 1. Indeed, we find
(B.2) [M: 0 [k (]Z”L DE =0 amye €5(q0,(m)1)»
where v, = (7i(q0), 7i(q1), - - -, 7i(ga))" and ey, denotes the j-th unit vector (here
we use the convention that the indices start with 0).

It is easy to see that 1 is the largest eigenvalue of A/k, but it can happen that it
is not the unique eigenvalue of A/k with absolute value 1. The limit on the right-
hand side of Equation (B2]) can be dealt with as in the proof of [4, Proposition
2.1] which shows that (B.2) converges to a rational number along a subsequence,
since the output of A is always rational. This finishes the proof as we know that
the limit exists. (I

Corollary B.5. We have for any g € @
dl’q—i—...—ﬁ-dsﬂ =1.

Proof. This follows directly from Lemma [B.4] and the fact that the density of My
exists and equals 0. |

Lemma [B.4 allows us to compute the density of 1{4(n,)=a] in the same intervals,
as long as ny is slowly varying.

Proposition B.6. Let m € N and assume that 5 = 1. Then

Z l[a(ng)za] = Z di,é(qo,(m)k) : d(bi(ni)aa)

g(mkv)<t<g((m+1)kv) 1<i<s

lim
v—oo g(kv)

14See also Section [ for the definition of the incidence matrix. We let A (instead of M) denote
here the incidence matrix in order to avoid any confusion with the sets M;.

This is a free offprint provided to the author by the publisher. Copyright restrictions may apply.



494 BORIS ADAMCZEWSKI ET AL.

Proof. Let ¢ > 0 and choose A € N such that
|M; 0 [mk>, (m + 1)k — 1]

B = dig(qo,(m)n)| S &
for i =1,...,s according to Lemma[B.4l This allows us to write
. 1
Jm > La(ne)=al
g(mk¥)<€<g((m+1)kv)

1
_VILOO g(kVJF)\) Z Z 1[‘1(”1’.):(1]

r<k* g(mkv+X4rkv)<t<g(mkv+X+(r+1)k")

1
_,/HOO g( ku-i-/\ Z Z g(kv) Z La(ne)=a] -

O<z<s r<k g(mky+tA4rkv)<b<g(mk¥ T +(r+1)kv)
mk reM;

Obviously, g(k¥)/g(k¥T*) converges to k~*, as g is regularly varying. In the last
sum, we can replace for ¢ # 0, a by b;. Moreover, these sums (together with the
factor 1/g(k")) then converge to

((mk* + 7+ 1)7 — (mk* +1)7) d(bi(ne), @),

by (5-5). We recall that the number of r € M;N[mk™*, (m+1)k*—1] is approximately

kX di g(go (m))-
This gives in total,

1
S > La(n)=o)
g(mkv)<t<g((m+1)k¥)

— Z Z d(bi(ne), @) + O(| Mo N [mk*, (m + 1)k —1]|)

1<i<s r<k®

mk N 4reM;
= Z di75(q07(m)k) ~d(bi(ne), @) + O(e),
1<i<s
which finishes the proof as ¢ was arbitrary. ]

Remark B.7. Most of the proof of Proposition [B.6] also works for 5 > 1. The main
difficulty seems to be the evaluation of
1
=Y Z (mk* +r +1)% — (mk> 4+ )P,
r<k®
mk>‘+reMi

It is clear that the limit for A — oo exists, as it is monotonously increasing and
bounded, but showing the rationality of the limit seems to be much harder than
for g =1.

Now we are ready to tackle the proof of Theorem [B.Il very similarly to the
corresponding proof in [4].

Proof of Theorem [BJIl We note that the Theorem actually holds for any output
function of the original automatic sequence, as long as the values are rational num-
bers. For simplicity of notation, we will only consider the case of 1(4(y,)=a]-
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We put for m € N,

1
= sy k) o)l -
’Y(m) Vgl\rll,fgfv g(mkl’ —|—r) %\I la(ne)=qa]
ng<mk"+r

In particular v(0) = d(a(n¢),a). We let S denote the set of integers m such that
v(m) = d(a(ng), ). It is easy to show that S is infinite, as for m € S at least one
of km +r for r =0,...,k — 1 belongs to S as well.

Let A be as in the conclusion of Lemma [B.4 It follows from the pigeonhole
principle that, if m’ € S is large enough, we can decompose it as m’ = m k*>Ts +
mok*3 + ms, where \; € Nyg,0 < m; < kY fori=1,2,3, m; > 0 and

(B.3) 8(qo, (m1)k) = 6(qo, (M1k™ +ma)k) =: q1.

It follows from the definition of S and 7 that also m := m1k*? +my € S. Our goal
is to show that m(" € S for any h € N, where

(h) hs ke —1
(B4) m =mik + mzm eS.
That is, we want to show that we can repeat the loop corresponding to mqo (c.f.
(B:3)) while remaining in the set S. This intuitively makes sense, as mo needs to
“maximize its contribution” corresponding to y(mik*? + msy) = d(a(ng), ). The
technical problem (and reason for Lemma[B.3)) is the dependency of the normalizing
weight on mo.

To show that m(® € S for any h > 1, we will first use Lemma [B.3] to show that
m® € S and then use an inductive argument. From this we will finish the proof
easily.

We can write

1
90 Y. Yamo=al

ne<mk"+r
1 1 g(mk")—1
= ) > Latn=el Ty > Lyl
L<g(mykvti2) t=g(mikvT2)
1 g(mk”+r)
) Y (o=l
t=g(mkv)

Using Proposition [B.6] to rewrite the first sum for v — oo gives

g((my+1)k"Tr2)—1

>, La(ne)=al

t=g(mikv+r2)

1 1
(kv Z Lia(ny=a) = Z g(k")

£<g(mikvt22) mj<my

oo k2D d(bi(ne), ) D dis(gorimy)e) Ho(1).

1<i<s my<mi

=K1
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For the second sum we, furthermore, use Equation (B3] to find

g(mk¥)—1

1
> lamo=al

g(k”) L=g(mikvtr2)

oo Y dbi(ne),a) Y d; sig0 (marrz g + 0(1)

1<i<s my<ms
= D dbi(ne),a) Y dis ey Ho(1):
1<i<s mhH<mg
I=R2

This, finally, allows us to write

- > i< (mkv+r) La(ny)=al
d(a(ng),a) = limsup =5
( ( Z) ) veN r<kv g(mky + T)

1
— limsup Z*7) 2r<g(mbv-tr) La(ne)=al
veNr<kv g(mky + T)/g(k”)

K251+ Ko + iy oot La(ny)=a
= limsup ! g(k )Effg(mk ) *Hla(ne) ].

T
veN,r<kv mlk)\z + mo + v

Here we used the fact that the limy_,o, g(6N)/g(N) converges uniformly to ¢° in
any compact interval.
Thus, we can choose v; € N,r; < k¥ for j € N, such that v; — oo for j — oo
and
mk"i +r;
d(a(ng),a) = lim K2h + ko + ﬁ ZZ(:g(m,}f_ng) 1[“(”‘3)=a].
j—o0 m1k>‘2 + mo + kTJJ

Next, we aim to use Lemma [B.3l Therefore, we consider

1
(B.5) limsup ———————= > ljamy=a]
Jree g(mak?s +Tj) 0<g(m1k"i+rj)

which can be computed analogously to the computation above and equals

L ~g(mik¥i )
i sup T Lty i) Lol
j—+o0 my + 5 .

We are already almost in a position to use Lemma The only problem is the
difference between

g(mk"s +r;)

1
(BG) lim sup o Z l[a(ng):a]
j—o0 g(k ]) t=g(mk"i)
and
g(ma ki 4r;)
B.7 limsup —— Liatn)=al -
(B.7) msup gy > Lagu=al

l=g(m1k"7)
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However, both of these sums can be approximated as follows. Fix any A € N
and let r; = rj(-l)k”i_)‘ + 7‘](-2) for large enough j. Then we find by Proposition [B.6]
and Equation (B3) that (B) equals

g(ma k"3 +(m'+1)k¥3 ™) ~1
lim sup Z

> Lia(ne)=a
j—o0

m <7«<1> t=g(ma k"I +m/ ki)

1 g(m1k"i+r;)—1

+ g(kv) Z 1ia(ne)=a)
t=g(m1k"i +r{V k)

1
S D D Distaetmkr amnd(bi(ne),@) + O (,;)

(1) 1<i<s

m<r

1
Z Z d"é(qlﬂ(ml)ﬁ)d(bi(nf); Oé) + O <k;_)\> .

m <D 1<i<s

An analogous computation shows that (B.fl) equals the exact same expression, that
is, they differ by O(k~*). As \ was arbitrary, this shows that (B.6) equals (B.7).
Moreover, it is clear that (B.5) is bounded from above by d(a(n¢), ). Thus, we
can finally apply Lemma [B:3] which shows, by analogous computations for m(?) =
myk?*2 s 4 my (kA2 4+ 1)k 4+ my, that

1
lim SUp —— v o Z l[a(ng):a] > d(a(nf)v OZ).
jooo g(MPEYi + 1)) (<g(m DR 4ry)

However, it is clear that it cannot be strictly larger than d(a(ng), «). Thus, m? €
S. A simple induction, just as in [4], can be used to show that m(*) € S for any
h € N. Moreover, we find directly by Proposition and Equation (B.3)) that

1
lim sup M Z Lia(ny)=a]
Jj—o0 th(m(h)k"j +7“j)

= kM2 Z Z di,&(qo,(m’l)k)d(bi(nl)aa)

mj<m; 1<i<s

=ik} €Q
+ Z kh A2 Z Z q17(m2 AQ)d(bi(ng), Oé) +O(1)
h<h mh<ma 1<i<s

=:k5€Q

In particular

- Hkh)\2+’%2k>\2 1+O()

d(a(ng),a) =
( ( l) ) m1kh)‘2 + My kkhgz 11 —|—O( )

Ky + w T + O(k="*2)
my + et + O(k=h*2)
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As h € N was arbitrary, we find in total
/ K
- K1+ oo
d(a(ng),a) = —— € Q,
(aln)se) = Pt

which finishes the proof for the upper density. For the lower density we only have
to use the different output function given by 7/(8) = 1 for 8 # a and 7'(a) = 0.
Then the upper density of the corresponding sequence is given by 1 — d(a(ny), a),
which concludes the proof. ([l
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