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Abstract. In this article, we establish a Liouville-type inequality for
polynomials evaluated at the values of arbitrary Siegel E-functions at
non-zero algebraic points. Additionally, we provide a comparable result
within the framework of Mahler M -functions.
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1. Introduction

It is a well-known fact that proofs of irrationality, transcendence, linear in-
dependence, and algebraic independence can, in general, be quantified, albeit
sometimes with considerable effort. These quantitative results are commonly
referred to as measures of irrationality, transcendence, etc. In this paper,
we focus primarily on measures of algebraic independence. Let Q ⊂ C de-
note the field of algebraic numbers. Given complex numbers ξ1, . . . , ξm that
are algebraically independent over Q, an algebraic independence measure for
ξ1, . . . , ξm is an inequality of the form

|P (ξ1, . . . , ξm)| ≥ Φ(deg(P ), H(P )) ,

valid for any P ∈ Z[X1, . . . , Xm], and where the function Φ is a positive-
valued function. Here, we let deg(P ) denote the (total) degree of P , and
H(P ) the height of P , which is defined as the maximum of the moduli of its
coefficients.

The framework of Siegel E-functions provides one of the most important
result in transcendental number theory: the Siegel-Shidlovskii theorem (cf.
[54, 3rd Fundamental Theorem]). A similar result also holds for Mahler M -
functions and is known as Nishioka’s theorem (cf. [48, Thm. 4.2.1]). Not
surprisingly, both of these results have been quantified.

Theorem A. Let m ≥ 1 be an integer, f1, . . . , fm ∈ Q[[z]] be algebraically
independent over Q(z) and α ∈ Q \ {0}. Then, in the two following cases,
there exist two positive real numbers C1 and C2 such that the inequality

|P (f1(α), . . . , fm(α))| ≥ C1H(P )−C2 deg(P )m ,

holds for all non-zero polynomials P ∈ Z[X1, . . . , Xm].
(E) The functions f1, . . . , fm are E-functions related by a linear differ-

ential system Y ′(z) = A(z)Y (z), A ∈ Mm(Q(z)), and α is regular
with respect to this system.

(Mq) The functions f1, . . . , fm are Mq-functions related by a Mahler system
Y (zq) = A(z)Y (z), q ∈ N≥2, A(z) ∈ GLm(Q(z)), α is regular with
respect to this system and |α| < 1.
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In each case, C1 depends on deg(P ), f1, . . . , fr and α, while C2 depends on
f1, . . . , fr and α but not on deg(P ).

A proof of this result was first provided by Lang [32] in Case (E) and
by Becker [15] in Case (Mq). It has a long history, particularly concerning
the constants C1 and C2, which we will briefly review in Section 6. We also
refer the reader to that section for definitions related to the theorem, such
as those of E-functions, Mq-functions, and regular points.

Despite its generality, Theorem A has three important limitations.

(i) The functions f1, . . . , fm are assumed to be algebraically independent
over Q(z).

(ii) The functions f1, . . . , fm are assumed to satisfy a linear (differen-
tial/Mahler) system of size m.

(iii) The point α is assumed to be regular with respect to the correspond-
ing system mentioned in (ii).

There are valid reasons for making these three assumptions. According
to the Siegel-Shidlovskii and Nishioka theorems, these conditions guarantee
that the numbers f1(α), . . . , fm(α) are algebraically independent. In his
monograph [54, Chap. 12, §4], Shidlovskii provided several generalizations of
Case (E) of Theorem A, where (i) is replaced by some technical conditions
that ensure the algebraic independence of f1(α), . . . , fr(α) for some r < m,
and then a lower bound for |P (f1(α), . . . , fr(α))| is derived. In this paper,
however, we take the opposite approach. Our main goal is to show how to
remove these three assumptions and explain why doing so is relevant.

Our first main result is a generalization of Theorem A in which Assump-
tion (i) is removed. The trade-off for this increased generality is that we
can no longer rule out the possibility that P (f1(α), . . . , fm(α)) vanishes.
Consequently, our results take the form of an alternative, much like the
Liouville inequality (see, for instance, [56, p. 84–85]). The latter ensures
that, given algebraic numbers α1, . . . , αm, there exist two positive real num-
bers C1 and C2 such that the following alternative holds for all polynomials
P ∈ Z[X1, . . . , Xm]:

(1.1) either P (α1, . . . , αm) = 0 or |P (α1, . . . , αm)| ≥ C1H(P )−C2 .

Furthermore, C1 depends on α1, . . . , αm and deg(P ), while C2 depends only
on α1, . . . , αm.

Theorem 1.1. Let m ≥ 1 be an integer, f1, . . . , fm ∈ Q[[z]] and α ∈ Q\{0}.
Set t := tr.degQ(z)(f1, . . . , fm). Then, in the two following cases, there exist
two positive real numbers C1 and C2 such that the following alternative holds
for all polynomials P ∈ Z[X1, . . . , Xm]:

either P (f1(α), . . . , fm(α)) = 0

or |P (f1(α), . . . , fm(α))| ≥ C1H(P )−C2 deg(P )t .

(E) The functions f1, . . . , fm are E-functions related by a linear differ-
ential system Y ′(z) = A(z)Y (z), A ∈ Mm(Q(z)), and α is regular
with respect to this system.
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(Mq) The functions f1, . . . , fm are Mq-functions related by a Mahler system
Y (zq) = A(z)Y (z), q ∈ N≥2, A(z) ∈ GLm(Q(z)), α is regular with
respect to this system and |α| < 1.

In each case, C1 depends on deg(P ), f1, . . . , fr and α, while C2 depends on
f1, . . . , fr and α but not on deg(P ).

Remark 1.2. Here are a few comments regarding Theorem 1.1.

• When t = m, it has already been noted that f1(α), . . . , fm(α) are al-
gebraically independent, and thus P (f1(α), . . . , fm(α)) ̸= 0. In this
case, Theorem A is recovered as a special case. Moreover, if r < m is
such that f1(α), . . . , fr(α) are algebraically independent, then it fol-
lows that the inequality |P (f1(α), . . . , fr(α))| ≥ C1H(P )−C2 deg(P )t

holds for all polynomials P ∈ Z[X1, . . . , Xr].

• Assumption (i) poses a significant limitation when dealing with the
values of general E- or M -functions. For instance, consider a case
where we are interested in a set of algebraically independent E-
functions, say f1, . . . , fr, While it is always possible to construct
a linear differential system that relates these functions, this system
will typically involve additional functions, resulting in a larger size,
say m > r. Consequently, new E-functions, denoted g1, . . . , gm−r,
may emerge. However, there is no inherent reason to expect that
the combined set of functions f1, . . . , fr, g1, . . . , gm−r will remain al-
gebraically independent. As a result, Theorem A may no longer be
applicable in such cases.

• In Case (E), our proof follows the classical approach developed by
Siegel and Shidlovskii, which is also the one used by Lang in [32].
In Case (Mq), our proof relies on the classical framework introduced
by Nesterenko and further developed by Becker [15] and Nishioka
[47, 48]. It should be noted that no new tools are introduced here,
and Theorem 1.1 could have been established much earlier using the
existing techniques.

• Bounds for the values of C1 and C2, as well as their effectivity, are
discussed in Sections 3.5 and 4.

• Let us conclude with a final remark concerning Case (E) of Theo-
rem 1.1. When P is a linear form and P (f1(α), . . . , fm(α)) ̸= 0,
Theorem 1.1 provides a measure of linear independence. Until re-
cently, such measures were known to exist–thanks to Shidlovskii–only
for values of linearly independent E-functions with coefficients in K,
evaluated at points in K, in the two cases where K is either the field of
rational numbers or an imaginary quadratic field. However, Fischler
and Rivoal [26] have recently succeeded in lifting this restriction by
employing a Galois-theoretic argument that relies on Beuker’s Lifting
Theorem [20]. In contrast, we obtain a linear independence measure
valid for any number field K by utilizing techniques that have been
available since the late 1950s.



4 BORIS ADAMCZEWSKI AND COLIN FAVERJON

To complete our program, we now turn to removing Assumptions (ii) and
(iii) from Theorem A, which is accomplished with the following result.

Theorem 1.3. Let r ≥ 1 be an integer, f1, . . . , fr ∈ Q[[z]] and α ∈ Q \
{0}. Then, in the two following cases, there exist two positive real numbers
C1 and C2 such that the following alternative holds for all polynomial P ∈
Z[X1, . . . , Xm]:

either P (f1(α), . . . , fm(α)) = 0

or |P (f1(α), . . . , fm(α))| ≥ C1H(P )−C2 deg(P )τ .

(E) The functions f1, . . . , fr are E-functions and

τ = tr.degQ(z)(f
(ℓ)
i : 1 ≤ i ≤ r, ℓ ≥ 0) .

(Mq) The functions f1, . . . , fr are Mq-functions for some q ∈ N≥2, which
are well-defined at α, |α| < 1, and

τ = tr.degQ(z)(fi(z
qℓ) : 1 ≤ i ≤ r, ℓ ≥ 0) .

In each case, C1 depends on deg(P ), f1, . . . , fr and α, while C2 depends on
f1, . . . , fr and α but not on deg(P ).

Remark 1.4. If for every i, 1 ≤ i ≤ r, we let mi denote the order of the
minimal linear differential/Mahler equation satisfied by fi, then we have the
inequality

τ ≤ m1 + · · ·+mr .

The key to deriving Theorem 1.3 from Theorem 1.1 lies in the existence of
certain good operators associated with arbitrary E- or M -functions. Specif-
ically, all we require is that for any α and any f , there exists a linear differ-
ential/Mahler operator that is regular at α. When f is an E-function, the
existence of such a differential operator is guaranteed by a result of André
[10], which states that f is annihilated by a differential operator whose sin-
gularities are confined to {0,∞}. For M -functions, the existence of such a
Mahler operator was recently established by the authors [9].

We conclude this introduction by presenting a consequence of Theorem 1.3,
which highlights the relevance of our approach. Recall that a Liouville num-
ber is an irrational real number ξ for which, for all w ≥ 1, there exists a
rational number p/q ∈ Q such that∣∣∣∣ξ − p

q

∣∣∣∣ ≤ 1

qw
·

Let E denote the set of values of E-functions at non-zero algebraic points,
and similarly, let M denote the set of values of M -functions at non-zero alge-
braic points (where the evaluation is well-defined). The question of whether
either of these two sets can contain Liouville numbers has been an old prob-
lem, with roots in the pioneering works of Siegel and Mahler (see the dis-
cussion in Section 6). For the set E, this problem was fully resolved only
very recently by Fischler and Rivoal [26], who employed a desingularization
procedure due to Beukers, along with a Galois-theoretic argument. Both
methods are based on Beuker’s Lifting Theorem [20]. For the set M, the
result was announced by Zorin [60] in an unpublished preprint. As a direct
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consequence of Theorem 1.3, we obtain the following result, which provides a
new proof of Fischler and Rivoal’s result, one that does not rely on Beukers’
Lifting Theorem, and also confirms Zorin’s claim.

Corollary 1.5. No ξ ∈ E ∪M is a Liouville number.

In fact, from Theorem 1.3, we deduce a more general result: no ξ ∈ E∪M
is a U -number in Mahler’s classification (cf. Section 2 for more details).

1.1. Organization of the Paper. The paper is structured as follows. In
Section 2, we recall the main definitions related to E- andM -functions, along
with Mahler’s classification. In Section 3, we prove Case (E) of Theorem 1.1,
while Section 4 addresses Case (Mq). Theorem 1.3 is established in Section 5.
Finally, Section 6 presents a brief overview of previous results relevant to this
work.

2. Main definitions

This section aims to recall the main definitions related to E- and M -
functions, as well as Mahler’s classification.

2.1. E-functions. An E-function is a power series of the form

f(z) =
∞∑
n=0

an
n!
zn

that satisfies a linear differential equation with coefficients in Q[z] and whose
arithmetic growth of coefficients is constrained by the following two condi-
tions: there exist C > 0 and a sequence of integers dn ≥ 1 such that for all
σ ∈ Gal(Q/Q) and all integers n ≥ 1, we have |σ(an)| ≤ Cn, dn ≤ Cn, and
dnai is an algebraic integer for every i, 1 ≤ i ≤ n.

Typical examples of E-functions include ez, cos z, sin z, the Bessel func-
tion, and, more generally, the hypergeometric functions of the following form:

pFq

[
a1, . . . , ap
b1, . . . , bq

;λzq−p

]
:=

∞∑
n=0

(a1)n · · · (ap)n
(b1)n · · · (bq)n

λnzn(q−p) ,

where 0 ≤ p < q, a1, . . . , ap ∈ Q, b1, . . . , bq ∈ Q \ Z≤0, λ ∈ Q. Here, (·)n
denotes the Pochhammer symbol.

When studying E-functions, it is often more convenient to consider linear
differential systems of order 1, i.e., systems of the form

(2.1) Y′(z) = A(z)Y(z) , A(z) ∈ Mm(Q(z)) ,

where the system has a vector solution whose coordinates are E-functions.
Conversely, we recall that for any arbitrary E-functions f1, . . . , fr, there
exists a vector solution to a system of the form (2.1) with m ≥ r, where
f1, . . . , fr appear as some of its coordinates. Additionally, we also recall that
a point α ∈ C is said to be regular with respect to the system (2.1) if A(z)
is well-defined at α, i.e., if α is not a pole of any of the coordinates of A(z).
Otherwise, α is said to be singular.
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2.2. M-functions. Let q ≥ 2 be an integer. An Mq-function is a power
series f(z) ∈ Q[[z]] that satisfies an equation of the form

a0(z)f(z) + a1(z)f(z
q) + · · ·+ am(z)f(zq

m
) = 0 ,

where a0, . . . , am ∈ Q[z] and a0am ̸= 0. We refer to a power series as an
M -function when it is an Mq-function for some q ≥ 2, where the value of q
is not necessarily specified.

Typical examples of M -functions include:
∞∑
n=0

z3
n
,

∞∏
n=0

1

1− z5n
,

∞∑
n=0

⌊log2 n⌋zn ,

and, most importantly, the generating series of automatic sequences (see, for
instance, [1], for more examples).

When studyingMq-functions, it is often more convenient to consider linear
Mahler systems of order 1, i.e., systems of the form

(2.2) Y(zq) = A(z)Y(z) , A(z) ∈ GLm(Q(z)) ,

which have a vector solution whose coordinates are Mq-functions. Con-
versely, we recall that for any arbitrary Mq-functions f1, . . . , fr, there exists
a vector solution to a system of the form (2.2) with m ≥ r, where f1, . . . , fr
appear as some of its coordinates. We also recall that a point α ∈ C is said
to be regular with respect to the system (2.2) if A(z) is well-defined and
invertible at αqn for every non-negative integer n, and singular otherwise.

Unlike E-functions, an M -function is not an entire function unless it is
a polynomial. An M -function is always analytic in some neighborhood of
the origin and can be meromorphically continued within the open unit disk.
Furthermore, the unit circle is a natural boundary, unless the function is
rational. This is why the additional assumption |α| < 1 is made in all our
results concerning M -functions.

2.3. Mahler’s classification. When a number ξ is proven to be transcen-
dental, it is natural to ask whether it could be a Liouville number or, more
generally, to classify it within Mahler’s framework, which we now outline.

Given a complex number ξ and a positive integer d, let wd(ξ) denote the
supremum of the real numbers w such that the inequality

0 < |P (ξ)| < 1

H(P )w
,

holds for infinitely many polynomials P ∈ Z[X] with degree at most d. It
follows that ξ is a Liouville number if and only if w1(ξ) = +∞. We then
define

w(ξ) := lim sup
wd(ξ)

d
·

The complex numbers can be classified into the following four classes:
• ξ is an A-number if w = 0.
• ξ is an S-number if 0 < w <∞.
• ξ is a T -number if w = ∞ and wd(ξ) <∞ for all d ≥ 1.
• ξ is a U -number if wd(ξ) = ∞ for some d ≥ 1.
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A-numbers are precisely the algebraic numbers, while U -numbers generalize
Liouville numbers. Almost all numbers (in the sense of Lebesgue measure)
are S-numbers. Distinguishing between S- and T -numbers is notoriously
difficult in transcendental number theory.

Given this classification, the following general and basic heuristic emerges
once the transcendence of a complex number, say ξ, has been proven: ξ is
likely to be an S-number, and thus not a Liouville number nor a U -number.
Of course, this conjecture is only made if there is no evidence to the contrary,
which is indeed the case for elements of the sets E and M.

Conjecture 2.1. All transcendental elements in E ∪M are S-numbers.

In light of the remark under Corollary 1.5, the last step to establish this
conjecture is to prove that no ξ ∈ E ∪M is a T -number.

3. Proof of Case (E) of Theorem 1.1

Our proof follows the classical method introduced by Siegel and extended
by Shidlovskii. For more details, we refer the reader to [23] and [54]. We
assume that the reader is familiar with the proof of the Siegel-Shidlovskii
theorem and will not provide the full details of all the computations. Instead,
we focus on the new argument that we introduce.

Let us begin by introducing some notations that we will use throughout
this section. Let f := (f1(z), . . . , fm(z)) and d := deg(P ), where P is the
polynomial in Theorem 1.1. Let K be a number field containing the coef-
ficients of f1(z), . . . , fm(z) as well as the point α. Let h := [K : Q] denote
its degree and OK its ring of integers. Let T (z) denote the least common
denominator of the entries of the matrix A(z). Multiplying T (z) by a scalar
if necessary, we can assume that all the coefficients of T (z)A(z) belong to
OK[z]. When working with E-functions, it is convenient to consider the
house as a suitable notion of height for an algebraic integer. The house
of an algebraic number is defined as the maximum modulus of its Galois
conjugates. To facilitate the transition from this note to the existing litera-
ture on E-functions, we adopt this notion of height rather than the absolute
Weil height. Throughout this section, the height H(Q) of a polynomial
Q ∈ OK[X1, . . . , Xm] is defined as the maximum of the houses of its coeffi-
cients. When Q has coefficients in Z, this corresponds to the classical notion
of height used in the introduction. Along the proof, we will introduce various
constants, all of which are positive real numbers: δ, δi, ηi do not depend on
d, while p, q, r, s, u, v, w, ni, ρi may depend on d.

Without loss of generality, we can assume that α = 1 by replacing the
functions f1(z), . . . , fm(z) with f1(αz), . . . , fm(αz) if necessary. From now
on, we assume that

(3.1) P (f1(1), . . . , fm(1)) ̸= 0,

and we aim to establish the required lower bound for |P (f1(1), . . . , fm(1))|.
We note that when f1(z), . . . , fm(z) are all polynomials, the result follows
from the Liouville inequality (see (1.1)). Therefore, we assume that at least
one of them is not a polynomial. Since an E-function is either a polynomial
or transcendental, it follows that t ≥ 1.
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3.1. Preliminary results on dimensions of some vector spaces. Given
a field k and an integer δ ≥ 0, we let k[X]≤δ denote the k-vector space of
polynomials with total degree at most δ in X = (X1, . . . , Xm). Given an
ideal I ⊂ k[X], we set I≤δ := I ∩k[X]≤δ and if A = k[X]/I, we set A≤δ :=
k[X]≤δ/I≤δ. For every tuple of non-negative integers µ = (µ1, . . . , µm), we
set

Xµ = Xµ1
1 · · ·Xµm

m and fµ = fµ1
1 · · · fµm

m .

Given a prime ideal I, we let ht(I) denote its height, that is the maximum
of the integers h such that there exist primes ideals p0, . . . , ph satisfying

p0 ⊊ p1 ⊊ · · · ⊊ ph = I .

The height of a possibly non-prime ideal I is defined as

ht(I) := min{h(p) : p is prime and I ⊆ p} .

Let
Iz(f) := {Q(z,X) ∈ K(z)[X] : Q(z,f(z)) = 0}

denote the ideal of algebraic relations over K(z) between f1(z), . . . , fm(z).
Then Iz(f) is a prime ideal whose height is m− t (see [59, Thm. 20, p. 193]).
Let

I1(f) := {Q(X) ∈ K[X] : Q(f(1)) = 0}
denote the ideal of algebraic relations over K between f1(1), . . . , fm(1). It is
a prime ideal which contains the ideal

(3.2) ev1(Iz(f)) := {Q(1,X) ∈ K[X] : Q(z,X) ∈ Iz(f) ∩K[z][X]} ,

form by the valid specializations at z = 1 of elements of Iz(f)1. The height
of I1(f) is greater than or equal to m− t2. We also set

(3.3) J := I1(f) + (P ) ⊂ K[X] .

The ideal J is not necessarily prime, but since I1(f) is prime and (according
to (3.1)) P ̸∈ I1(f), the height of J is at least m− t+ 1.

Let δ ≥ 1 be an integer. Set

p := dimKK[X]≤δd, q := dimK(z) Iz(f)≤δd, r := dimK I1(f)≤δd

s := dimK J≤δd, u := s− r, v := p− s,(3.4)
w := p− q .

The aim of this section is to prove the following result.

Lemma 3.1. There exist a positive integer δ1 and a positive real number η1,
such that for every δ ≥ δ1, we have

vh < w , and u ≤ η1δ
tdt .

1According to Beukers’ Lifting Theorem [20, Thm. 1.3], we actually know that
ev1(Iz(f)) = I1(f), but we want to emphasize that this result is not needed for our
proof.

2The Siegel-Shidlovskii Theorem implies that the height of I(f(1)) is actually equal to
m− t, but, again, we want to emphasize that we do not need to use this stronger fact.
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Proof. By the Hilbert-Serre Theorem (see, for instance, [23, p. 231]), if δ is
large enough, say δ ≥ γ1, w is a polynomial of degree t in δd and hence there
exist two positive real numbers µ1, µ2 such that

(3.5) µ1δ
tdt ≤ w ≤ µ2δ

tdt .

Set A := K[X1, . . . , Xm]/I1(f). Then dimKA≤δd = p − r. Using again
the Hilbert-Serre Theorem as in [23, p. 231], we obtain the existence of a
positive integer γ2 and a polynomial φ(x) of degree t0 ≤ t such that, for
every δ ≥ γ2 − 1, p− r = φ(δd). Let P denote the image of P in A. Since

K[X1, . . . , Xm]/J ∼= A/PA ,

we have dimK(PA)≤δd = s − r = u. The map Q → QP , from A≤(δ−1)d to
(PA)≤δd is injective since A is a domain. It is also surjective, by definition.
Hence when δ ≥ γ2, we have u = φ((δ − 1)d). It follows that

v = p− s = p− r − u = φ(δd)− φ((δ − 1)d) .

The right-hand side is a polynomial with degree t0 in d and t0−1 in δ. There
thus exists a positive real number µ3 such that

(3.6) v ≤ µ3δ
t0−1dt0 ,

as soon as δ ≥ γ2.
Since t0−1 < t, we deduce from (3.5) and (3.6) that w > vh, as soon as δ

is sufficiently large, say δ ≥ γ3 ≥ max{γ1, γ2}. On the other hand, we have
u = r− s ≤ p− q = w. According to (3.5), we obtain the expected result by
setting δ1 := γ3 and η1 := µ2. □

Until the end of the proof, we fix an integer δ ≥ δ1, so that the conclusion
of Lemma 3.1 holds.

3.2. A first basis of linear forms. Recall that p = dimK[X]≤δd. Let
Y = (Y1, . . . , Yp) be a p-tuple of indeterminates and let us consider a bijective
linear map

(3.7) ψ : K(z)[X]≤δd → K(z)Y1 + · · ·+K(z)Yp

sending each monomial Xµ to one of the variables Y1, . . . , Yp. For every i,
1 ≤ i ≤ p, we set gi(z) := f(z)µ, where µ is defined by ψ−1(Yi) = Xµ. By
definition, the power series g1, . . . , gp span a K(z)-vector space of dimension
w. Choosing another bijection ψ if necessary, we can assume g1, . . . , gw, are
linearly independent over K(z). In this section, our aim is to build a basis
of the K-vector space KY1 + · · · + KYp, which is formed by two families of
linear forms with size, respectively, q and p− q = w.

(a) The linear forms L1(Y ), . . . , Lq(Y ) are obtained by specialization at
z = 1 of some linear relations over K(z) between g1, . . . , gp. They
vanish when specializing each Yi at gi(1), 1 ≤ i ≤ p.

(b) The linear forms M1(Y ), . . . ,Mw(Y ) are obtained by derivation, and
then specialization at z = 1, of some Padé approximant associated
with g1, . . . , gw. They take small values when specializing each Yi at
gi(1), 1 ≤ i ≤ p.
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Remark 3.2. In standard proofs of the Siegel-Shidlovskii theorem, it is
customary to reduce to the case where the functions gi are linearly indepen-
dent. However, this reduction requires modifying the underlying differential
system, which incurs a cost in terms of quantification. In contrast, the ap-
proach developed here avoids this reduction entirely. Instead, it leverages
the potential linear relations to construct the linear forms (a) that vanish
when specializing each Yi at gi(1) for 1 ≤ i ≤ p. Notably, we apply Siegel’s
method using p variables without any reduction in number.

3.2.1. Linear forms coming from the functional relations. In order to build
L1, . . . , Lq, we could just take any basis of Iz(f)≤δd, specialize at z = 1 and
take the image by ψ. However, we have to be careful: we actually want the
height of these linear forms to be bounded independently of d and δ.

We proceed as follows. We consider a monomial ordering on X1, . . . , Xm

and choose some polynomials Q1(z,X), . . . , Qk(z,X) ∈ OK[z,X] such that
Q1(1,X), . . . , Qk(1,X) form a Gröbner basis3 of the ideal ev1(Iz(f)) defined
in (3.2). Let us assume that δ is large enough, say δ ≥ δ2 ≥ δ1, so that δd
is larger than the total degree in X of each of the polynomials Qi (note
that the later do not depend on d, so that δ2 does not depend on d). Let
ℓ1(z,Y ), . . . , ℓb(z,Y ) ∈ OK[z,Y ] be an enumeration of all the linear forms
of the form

ψ (XνQi(z,X)) ,

where 1 ≤ i ≤ k and Xν is a monomial such that XνQi(z,X) ∈ K(z)[X]≤δd.

Lemma 3.3. The rank of ℓ1(1,Y ), . . . , ℓb(1,Y ) is equal to q.

Proof. Set V := ev1(Iz(f)) ∩ K[X]≤δd. We have dimK(V ) = q (see, for
example, [20, Lem. 3.1]). Since ψ is injective, we only have to prove that the
polynomials XµQi(1,X) span V . Let d1, . . . , dk denote, respectively, the
degrees of Q1(1,X), . . . , Qk(1,X). Set

W := {A1(X)Q1(1,X) + · · ·+Ak(X)Qk(1,X) :

Ai ∈ K[X]≤dδ−di , 1 ≤ i ≤ k} ⊂ V

and assume by contradiction that W ⊊ V . Let Q(X) ∈ V \ W hav-
ing the least dominant monomial possible among the elements of V \ W .
Since Q1(1,X), . . . , Qk(1,X) is a Gröbner basis, there exists an integer
i and a polynomial A(X) such that the dominant monomial of Q(X) −
A(X)Qi(1,X) is strictly less than the one ofQ(X). Necessarily, degA(X) ≤
δd − di. By minimality we have Q(X) − A(X)Qi(1,X) ∈ W . Since
A(X)Qi(1,X) ∈W we have Q(X) ∈W , a contradiction. □

It follows from Lemma 3.3 that the rank of ℓ1(1,Y ), . . . , ℓb(1,Y ) equals
q. Without loss of generality, we can assume that ℓ1(1,Y ), . . . , ℓq(1,Y ) are
linearly independent over K. In particular ℓ1(z,Y ), . . . , ℓq(z,Y ) are linearly
independent over K(z). We then set

(3.8) L1(Y ) := ℓ1(1,Y ), . . . , Lq(Y ) := ℓq(1,Y ) ,

which ends the construction of the linear forms corresponding to (a).

3See [16] for more details on Gröbner basis.
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3.2.2. Linear forms coming from Siegel’s method. This section is devoted to
the proof of the following result.

Proposition 3.4. Let ε be a positive real number. Then there exist positive
integers n1, ρ1, ρ2 (depending on d and ε) such that, for every positive integer
n ≥ n1, there exist linear forms Mi(Y ) ∈ OK[Y ], 1 ≤ i ≤ w, satisfying the
three following conditions.

(a) |Mi(g1(1), . . . , gp(1))| ≤ ρ1n
−(w−1−ε)n, 1 ≤ i ≤ w.

(b) H(Mi) ≤ ρ2n
(1+ε)n, 1 ≤ i ≤ w.

(c) The p linear forms L1(Y ), . . . , Lq(Y ),M1(Y ), . . . ,Mw(Y ) are lin-
early independent over K.

The proof of Proposition 3.4 is a slight modification of Siegel’s original
argument (see, for instance, [23, p. 218–219]). First we choose a positive real
number ε0 < 1/2, which will be chosen small enough later in the proof, and
an integer n, which will be chosen large enough later in the proof. Siegel’s
lemma then classically implies the existence of a linear form

R0(z,Y ) = P1(z)Y1 + · · ·+ Pw(z)Yw ∈ OK[z,Y ]

and a positive real number c1, which does not depend on n, such that

degPi ≤ n

H(Pi) ≤ c1n
(1+ε0)n(3.9)

valz(R0(z, g(z))) ≥ w(n+ 1)− ε0n− 1 ,

where g := (g1, . . . , gp) and where we let valz denote the usual valuation
on K((z)). Given any linear form L(z,Y ) ∈ OK[z,Y ], we can rewrite
T (z)∂L(z, g(z)) as a linear form in g1, . . . , gp, say

T (z)∂L(z, g(z)) =:

p∑
i=1

Bi(z)gi(z) ,

by using the differential system linking g1(z), . . . , gp(z). Setting

Θ(L(z,Y )) :=

p∑
i=1

Bi(z)Yi ∈ OK[z,Y ] ,

we define a differential operator Θ in OK[z,Y ]. Now, for every k ≥ 0, we set

Rk+1(z,Y ) := Θ(Rk(z,Y )) .

Using Shidlowskii’s lemma, we deduce the following result.

Fact 1. There exists n0 (which depends on ε0, p and g1(z), . . . , gp(z)), such
that if n ≥ n0, the linear forms R0(z, g(z)), . . . , Rw−1(z, g(z)) are linearly
independent over K(z).

Proof. We recall that the power series g1(z), . . . , gw(z) are linearly indepen-
dent over K(z) and form a vector solution to a linear differential system
(which can be easily deduced from the original differential system link-
ing g1(z), . . . , gp(z)). Set R(z) := R0(z, g(z)). This is a linear form in
g1(z), . . . , gw(z). We infer from (3.9) that R(z), R′(z), . . . , R(w−1)(z) have
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all valuation at least wn−ε0n. Since ε0 < 1, Shidlovslii’s lemma (see, for in-
stance, [23, Lem. 5.2]) implies that they are linearly independent over K(z),
as soon as n is large enough with respect to ε0 and the constant involved in
Shidlovskii’s lemma, say n ≥ n0. On the other hand, it is easy to see that
the power series Ri(z, g(z)), 0 ≤ i ≤ w − 1, generate the same K(z)-vector
space as R(z), R′(z), . . . , R(w−1)(z), which ends the proof. □

Fact 2. Let n ≥ n0. Then there exist a positive real number c2, which
depends on d and ε0, but not on n, and a positive integer c3 ≤ ε0n+ c2 such
that the linear forms

L1(Y ), . . . , Lq(Y ), R0(1,Y ), . . . , Rw+c3−1(1,Y )

have rank p.

Proof. Consider the matrix Γ(z) := (γi,j(z))1≤i,j≤p defined by

γi,j(z) :=

{
the coefficient of Yj in Ri−1(z,Y ), if 1 ≤ i ≤ w,
the coefficient in Yj of ℓi−w(z,Y ), if w < i ≤ p ,

where ℓ1(z,Y ), . . . , ℓq(z,Y ) are the linear forms defined in Section 3.2.1. It
has entries in OK[z] and satisfies
(3.10)

Γ(z)

g1(z)...
gp(z)

 =



R0(z, g(z))
...

Rw−1(z, g(z))
0
...
0


and Γ(z)

Y1...
Yp

 =



R0(z,Y )
...

Rw−1(z,Y )
ℓ1(z,Y )

...
ℓq(z,Y )


.

It follows from Fact 1, that R0(z,Y ), . . . , Rw−1(z,Y ) are linearly inde-
pendent over K(z), as are ℓ1(z,Y ), . . . , ℓq(z,Y ). Since the latter vanish at
Y = g(z), while the former remain linearly independent at Y = g(z), we
deduce that

ℓ1(z,Y ), . . . , ℓq(z,Y ), R0(z,Y ), . . . , Rw−1(z,Y )

are linearly independent over K(z). According to (3.10), we get that Γ(z) is
invertible.

Set ∆(z) := det Γ(z) ̸= 0. On the one hand, we have that deg∆(z) ≤
wn+χ1 for some constant χ1 that does not depend on n, while, on the other
hand, inverting (3.10) and using that valz(Rk(z, g(z))) ≥ wn− ε0n− k − 1,
we deduce that there exists i, 1 ≤ i ≤ p, such that

valz(∆(z)) + valz(gi(z)) ≥ w(n− 1)− ε0n+ 1 .

It follows that the order of ∆(z) at z = 1 is at most ε0n + χ2, for some
positive real number χ2 that does not depend on n. Let χ3 be the smallest
integer such that ∂χ3(∆)(1) ̸= 0. Hence

(3.11) χ3 ≤ ε0n+ χ2 .
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By inverting Γ using (3.10), we obtain that

∆Yi =

w−1∑
j=0

∆i,j+1Rj +

q∑
j=1

∆i,j+wℓj , ∀i, 1 ≤ i ≤ p ,

where we let ∆i,j denote the cofactors of Γ. Applying χ3 times the operator
T∂, we obtain

Tχ3∂χ3(∆)Yi =

χ3−1∑
k=0

∂k(∆)Lk,i +

w+χ3−1∑
j=0

pi,j,kRj +

q∑
j=1

χ3∑
k=0

qi,j,kℓ
[k]
j ,

where pi,j,k, qi,j,k ∈ K[z], Lk,i ∈ K[z,Y ] and ℓ
[k]
j = (T∂)k(ℓj). Specializing

at z = 1, and using that ∂k(∆)(1) = 0 when k < χ3, we deduce that

T (1)χ3∂χ3(∆)(1)Yi =

w+χ3−1∑
j=0

λi,j,kRj(1,Y ) +

q∑
j=1

χ3∑
k=0

γi,j,kℓ
[k]
j (1,Y ) ,

with λi,j,k, γi,j,k ∈ K. Since ∂χ3(∆)(1) ̸= 0 and T (1) ̸= 0, we obtain that Yi
belongs to the K-vector space spanned by the Rj(1,Y ), 0 ≤ j ≤ w+ χ3 − 1

and the ℓ[k]j (1,Y ), 1 ≤ j ≤ q, 0 ≤ k ≤ χ3. Since this holds for all i, 1 ≤ i ≤ p,
these linear forms have rank at least p.

On the other hand, for every k ≥ 0, we have

ℓ
[k]
j (z, g1(z), . . . , gp(z)) = (T∂)k(ℓj(z, g1, . . . , gp)) = (T∂)k(0) = 0 .

Thus, the forms ℓ[k]j (z,Y ), 1 ≤ j ≤ q, 0 ≤ k ≤ χ3, belong to ψ(ev1(Iz(f)) ∩
K[X]≤δd) and hence are linear combinations of the ℓj(z,Y ), 1 ≤ j ≤ q. It
follows that the rank of the linear forms

R0(1, Y ), . . . , Rw+χ3−1(1,Y ), ℓ1(1,Y ), . . . ℓq(1,Y )

is equal to p = w + q. According to (3.8) and (3.11), and setting c2 := χ2

and c3 := χ3, this ends the proof. □

We are now ready to end the proof of the proposition.

Proof of Proposition 3.4. According to Fact 2, we can find w independent
linear forms among R0(1,Y ), . . . , Rw+c3−1(1,Y ), say M1(Y ), . . . ,Mw(Y ),
such that

L1(Y ), . . . , Lq(Y ),M1(Y ), . . . ,Mw(Y )

form a basis of the K-vector space KY1 + · · · + KYp. This proves Property
(c) of the proposition. The fact that the linear forms M1(Y ), . . . ,Mw(Y )
also satisfy (a) and (b) is classical (see, for instance, [23, p. 218-219]). In-
deed, when constructing the first linear form R0(z,Y ), one can choose ε0
sufficiently small with respect to ε and then n sufficiently large with respect
to ε0, say n ≥ n1 ≥ n0. Then Property (a) follows from the third inequality
in (3.9), while Property (b) follows from the second one. □
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3.3. Linear forms coming from J . In this section, we introduce two
additional families of linear forms, which are associated with the ideal J
defined in (3.3).

(c) We complete the family L1(Y ), . . . , Lq(Y ) into a basis of ψ(I1(f)≤δd)
by adding linear forms Lq+1(Y ), . . . , Lr(Y )4. They vanish when spe-
cializing each Yi at gi(1), 1 ≤ i ≤ p.

(d) We complete L1(Y ), . . . , Lr(Y ) into a basis of ψ(J≤δd) by adding
u = s− r linear forms N1(Y ), . . . , Nu(Y ), with the property that

(3.12) |Ni(g(1))| ≤ ηδd2 |P (f(1))| , 1 ≤ i ≤ u ,

where η2 is a positive real number that only depends on f1, . . . , fm.

3.3.1. Construction of Lq+1, . . . , Lr. Reasoning as in the proof of Lemma 3.3,
we can find a basis of ψ(I1(f)≤δd) with coefficients in OK and whose height
does not depend on δ nor on d. Since L1(Y ), . . . , Lq(Y ) ∈ ψ(I1(f)≤δd) are
linearly independent, we can chose (r− q) linear forms Lq+1(Y ), . . . , Lr(Y )
among this basis so that L1(Y ), . . . , Lr(Y ) form a basis of ψ(I1(f)≤δd).

3.3.2. Construction of N1, . . . , Nu. We first observe that the vector space
ψ(J≤δd) is spanned by L1(Y ), . . . , Lr(Y ) and all the linear forms of the form
ψ(XµP (X)), where Xµ is a monomial with degree at most dδ−d. Since by
definition dimJ≤δd = s, we can find u = s−r linear formsN1(Y ), . . . , Nu(Y )
among the linear forms ψ(XµP (X)) so that

L1(Y ), . . . , Lr(Y ), N1(Y ), . . . , Nu(Y )

form a basis of ψ(J≤dδ). Furthermore, for every i, 1 ≤ i ≤ u, we have
Ni(g(1)) = f(1)µiP (f(1)) for some vector µi whose norm is at most dδ− d.
The existence of η2 satisfying the inequality given in (d) follows directly.

Remark 3.5. The linear forms L1, . . . , Lr, N1, . . . , Nu have coefficients in
OK. The height of each of the forms L1, . . . , Lr is bounded independently of
d and δ, say by ρ3. The height of each of the forms N1, . . . , Nu is equal to
H(P ).

3.4. End of the proof of Case (E) of Theorem 1.1. We first choose an
integer δ ≥ δ2. By Lemma 3.1, we thus have w > vh. Let us choose ε small
enough so that w ≥ (1+ 2ε)vh. Note that this choice does not depend on d.
Now we let n ≥ n1 be an integer which will be defined more precisely later
in the proof.

Applying our previous results, we get that L1, . . . , Lr, N1, . . . , Nu are lin-
early independent over K. Hence we can add to these linear forms p−r−u =
p−s = v linear forms amongM1, . . . ,Mw to obtain a basis of KY1+· · ·+KYp.
Reordering M1, . . . ,Mw if necessary, we can assume that these forms are
M1, . . . ,Mv.

Set H2 := ρ2n
(1+ε)n, where ρ2 is defined by Proposition 3.4. The latter

implies that H(Mi) ≤ H2 for all i, 1 ≤ i ≤ v. By definition of I1(f),

4It follows from Beukers’ Lifting Theorem [20, Thm. 1.3] that r = q, so there is in
fact no need to construct these linear forms. However, we prefer not to use this strong
statement and show instead how our main result can be proved using the classical approach
followed by Siegel, Shidlovskii and Lang.
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we also have Li(g1(1), . . . , gp(1)) = 0 for every i, 1 ≤ i ≤ r. Using a
classical argument, as in [23, Inequality (9), p. 215], we obtain the existence
of a positive real number ρ4, that depends neither on n nor on ε, such that
(3.13)

v∑
i=1

|Mi(g1(1), . . . , gp(1))|
H2

+
u∑

i=1

|Ni(g1(1), . . . , gp(1)) |
H(P )

≥ ρ4
|∆|

ρr3H
v
2H(P )u

,

where ∆ := det(L1, . . . , Lr,M1, . . . ,Mv, N1, . . . , Nu) and ρ3 is defined in
Remark 3.5. Since ∆ ∈ OK, we deduce that

(3.14) |∆| ≥ |∆|1−h ≥ ρ5(H
v
2H(P )u)1−h ,

for some positive real number ρ5. By Proposition 3.4, we have
|Mi(g1(1), . . . , gp(1))|

H2
≤ ρ1
ρ2
n−wn, ∀i, 1 ≤ i ≤ v .

We deduce from (3.12), (3.13) and (3.14) the existence of two positive real
numbers ρ6 and ρ7, which can depend on d but not on n nor on ε, such that

(3.15) |P (f(1))| ≥ ρ6H(P )1−uhn−(1+ε)nvh − ρ7H(P )n−wn .

At this point, we choose n to be the smallest integer such that nεnvh is larger
than 2ρ7

ρ6
H(P )uh. Furthermore, we assume H(P ) to be large enough, so that

n ≥ n1. Then we get that

|P (f(1))| ≥ ρ6
2
H(P )1−uhn−(1+ε)nvh .

By minimality of n, and assuming H(P ) to be large enough with respect to
d, we deduce the existence of a positive real number η3 (which depends on
ε but not on d) such that n(1+ε)nvh ≤ H(P )η3u. Then we infer from (3.15)
the existence of two positive real numbers η4 and ρ8 > such that

|P (f(1))| ≥ ρ8H(P )−η4u ,

where η4 does not depend on d but ρ8 does. Since, there are only finitely
many polynomials of bounded degrees and height, enlarging ρ8 (for each d)
if necessary, we can assume that the latter inequality holds for all P such
that P (f(1)) ̸= 0. Since, by Lemma 3.1, u ≤ η1δ

tdt and neither δ nor η1
depend on d, Case (E) of Theorem 1.1 is proved. □

3.5. Effectivity of the bounds in Case (E) of Theorem 1.1. At each
step of the proof above, the constants can be effectively bounded. We do
not provide further details, as such quantifications are well known. However,
we emphasize that the constants η1 and ρ3 do not explicitly appear in the
classical proofs where f1, . . . , fm are assumed to be algebraically indepen-
dent. Moreover, in these proofs, the parameter δ1 depends only on m and
the degree of the number field K, with this dependence given explicitly. Fur-
thermore, one can take δ2 = δ1. In the more general setting we consider here,
these constants depend on the ideal Iz(f). More precisely, given a basis of
Iz(f), one can compute a Gröbner basis using Buchberger’s algorithm (cf.
[16, Thm. 5.53]) and derive explicit bounds for δ1, δ2, η1, and ρ3. The main
challenge lies in computing a basis for Iz(f) itself (see the discussion in [9]).

Another delicate point is bounding the constant n0 appearing in Fact 1,
which originates from Shidlovskii’s Lemma. In principle, this can be achieved



16 BORIS ADAMCZEWSKI AND COLIN FAVERJON

using the methods from [18, 19]. Once bounds for δ1, δ2, η1, ρ3, and n0 are
established, bounding the remaining constants

η2, η3, η4, ρ1, ρ2, ρ4, . . . , ρ9 and n1

follows from the results in [52]. Finally, we highlight (without proof) that,
in Case (E) of Theorem 1.1, the constants can be chosen as

C1 = e−eC3h
2td2t log(hd)

, and C2 = C4h
t+1 ,

where C3 and C4 are effectively computable constants that do not depend
on d, h, or t. Notably, these bounds are similar to those given in (6.1).

4. Proof of Case (Mq) of Theorem 1.1

In this section, our goal is to establish Case (Mq) of Theorem 1.1. We
follow the proof of Case (Mq) of Theorem A, as given by Becker and Nishioka,
which is based on Elimination Theory. For the reader’s convenience, we
adhere as closely as possible to the exposition in Nishioka’s book [48, Chap.
4]. We assume that the reader is familiar with [48, Chap. 4] and the proof
of Case (Mq) of Theorem A presented therein. We will not provide the full
details of all the computations. Instead, we focus on the new argument that
we introduce.

4.1. Basics of Elimination Theory. With any homogeneous unmixed
ideal I ⊂ Z[X0, . . . , Xm] =: Z[X] (see [48, p. 119] for a definition) and any
point ω ∈ Cm+1, we associate the quantities h(I), N(I), H(I), ∥ω, I∥, and
|I(ω)|, as defined in [48, Chap. 4].

The first three somehow measure the complexity of the homogeneous un-
mixed ideal I. The integer h(I) denotes the height of I, already introduced
in Section 3.1. Heuristically, the quantity N(I) (sometimes denoted deg(I))
is related to the degrees of a minimal set of generators of I, while H(I) is
related to the absolute values of the coefficients of the polynomials in such
a set.

The non-negative real number

∥ω, I∥ = min{∥β − ω∥ : β ∈ Cm+1 \ {0} is a zero of I} ∈ R≥0 ∪ {∞}
denotes the distance from ω to the zero set of I. The quantity |I(ω)|,
sometimes referred to as the absolute value of I at ω, is linked to the absolute
values of the evaluations of a minimal set of generators of I at ω (see [44,
Chap. 3, §4] for further details).

The proof of Case (Mq) of Theorem 1.1 relies on two key results from
Elimination Theory. The first is an arithmetic Bézout theorem [44, Prop.
4.11]. Given a homogeneous prime ideal p ⊂ Q[X], a homogeneous polyno-
mial Q /∈ p, and a point ω ∈ Cm+1, this theorem guarantees the existence
of a homogeneous unmixed ideal I whose zero set coincides with the inter-
section of the zero sets of p and Q. Moreover, it satisfies a bound of the
form

(4.1) |I(ω)| ≤ Θ(N(p), H(p), |p(ω)|, ∥ω, p∥, deg(Q), H(Q), |Q(ω)|) ,
for some function Θ : (R≥0)

7 → R≥0, which is independent of p, Q, I, and
ω. Furthermore, the parameters N(I) and H(I) are bounded in terms of
h(p), N(p), H(p), deg(Q), and H(Q).
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The second result is a Liouville-type inequality for homogeneous unmixed
ideals [44, Prop.,4.13]. Given such an ideal I and a point ω ∈ Cm+1, this
inequality provides a lower bound of the form:

(4.2) |I(ω)| ≥ Φ (h(I), N(I), H(I), ∥ω, I∥) ,
for some function Φ : (R≥0)

4 → R≥0, which is independent of both I and ω.

4.2. Strategy of proof. Let ω = (1, f1(α), . . . , fm(α)). The first step is to
establish a lower bound of the form

(4.3) |I(ω)| ≥ Ψ(N(I), H(I), h(I)) ,

for any homogeneous unmixed ideal I satisfying h(I) ≥ m − t + 1, where
Ψ : (R≥0)

3 → R≥0 is independent of both I and ω. Notably, in contrast
to (4.2), this lower bound does not depend on ∥ω, I∥. It corresponds to
Propositions 4.5 and 4.7 below.

We proceed by contradiction, assuming that there exists a homogeneous
unmixed ideal I that does not satisfy (4.3), so that

(4.4) |I(ω)| < Ψ(N(I), H(I), h(I)) .

Among such ideals, we select one with maximal height. Considering its
primary decomposition, we may reduce to the case where I is a prime ideal.
Comparing (4.2) with (4.4), we conclude that ∥ω, I∥ is small.

Next, assume we can construct a homogeneous auxiliary polynomial Q ∈
Z[X] taking a small non-zero value at ω, relative to its degree and height.
Applying the arithmetic Bézout theorem to I and Q, we obtain a new ideal,
denoted J , whose height exceeds that of I. If Ψ and Q are chosen appropri-
ately, we can combine the upper bounds for ∥ω, I∥ and |I(ω)| with Inequality
(4.1) (applied with J in place of of I and I in place of p) to show that J
also fails to satisfy (4.3). This contradicts the fact the I has maximal height
among the homogeneous unmixed ideals that does not satisfy (4.3), thereby
proving (4.3).

To construct the auxiliary polynomial Q, we begin by considering a Padé
approximant of the form

R(z) = R0(z, 1, f1(z), . . . , fm(z))

where R0 ∈ Q[z,X] is a homogeneous polynomial in X. By applying Siegel’s
Lemma, we obtain the existence an R0 such that R(z) has a high order
of vanishing at 0, with the degree and height of R0 bounded in terms of
this vanishing order. Next, using the Mahler system (2.2), we can express
R(zq

k
) as a polynomial in 1, f1(z), . . . , fm(z), denoted by Rk(z,X). The

polynomial Rk(α,X) takes a small value at ω, but it has coefficients in
Q. Subsequently, applying the descent lemma [48, Lem. 4.1.9], we obtain
a homogeneous auxiliary polynomial Qk(X) ∈ Z[X] from each Rk(α,X).
This process is described in Propositions 4.3 and 4.4 below.

The final step is as follows. Let hP ∈ Z[X] denote the homogenized
polynomial obtained from the polynomial P of Theorem 1.1 by adding the
variable X0. We aim to establish a lower bound for | hP (ω)|. Let p denote
the homogeneous ideal associated with ω, i.e., the ideal of Z[X] generated
by the homogeneous polynomials Q ∈ Z[X] such that Q(ω) = 0. Consider
the ideal I given by applying the arithmetic Bézout theorem to p and hP .
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We have h(I) = h(p) + 1 ≥ m − t + 1, so (4.3) holds. By comparing this
with (4.1) and noting that |p(ω)| = ∥ω, p∥ = 0, we obtain the inequality

Θ
(
N(p), H(p), 0, 0, deg(hP ), H(hP ), | hP (ω)|

)
≥ Ψ(N(I), H(I), h(I)) .

Since N(I), H(I) and h(I) are bounded in terms of p, deg(hP ) and H(hP ),
and since the ideal p depends only on f1, . . . , fm and α, this provides a lower
bound for | hP (ω)|, which completes the proof.

The main novelty, compared to the proof of case (Mq) in Theorem A, lies
in the use of the arithmetic Bézout theorem in the last step. Under the
assumption of Theorem A, we have p = (0) and one may take I = (hP ). In
contrast, when p ̸= (0), we have t < m. Thus, taking I = (hP ) does not lead
to a contradiction since (4.3) holds only when h(I) ≥ m− t+ 1. Moreover,
we must adapt the Padé approximant construction to the case where the
functions are not assumed to be algebraically independent. Specifically, we
use a refined version of Nishioka’s Multiplicity Lemma [48, Thm. 4.3].

To derive finer bounds for C1 and C2, we analyze two different regimes
based on whether H(P ) is large with respect to deg(P ) or not. The first
regime corresponds to Propositions 4.3 and 4.5, while the second corresponds
to Propositions 4.4 and 4.7.

4.3. Proof of Case (Mq) of Theorem 1.1. We continue with the notation
introduced in this section. Recall that X := (X0, . . . , Xm). We now present
a refined version of Nishioka’s Multiplicity Lemma [48, Thm. 4.3]. We recall
that, as in Section 3.2.2, valz denotes the usual valuation associated with z.
This following result is proved in [25, Thm. V.1.1].

Lemma 4.1 (Multiplicity Lemma). Let M,N ≥ 1 be two integers. Let
R0 ∈ C[z,X1, . . . , Xm] with degz(R0) ≤ M and total degree at most N in
X1, . . . , Xm. If R(z) := R0(z, f1, . . . , fm) ̸= 0 then

valz(R) = O(MN t) ,

where the constant in O(·) depends only on f1, . . . , fm.

Remark 4.2. Alternatively, this result can be proven with a small modifi-
cation of the proof of [48, Thm. 4.3]. Let pz ⊂ C[z][X] denote the homo-
geneous ideal generated by the homogeneous polynomials that vanishes at
(1, f1, . . . , fm). Let hR0 ∈ C[z][X] be the polynomial, homogeneous in X,
obtained from R0. The key modification is to replace the ideal I used in [48]
with the ideal derived from the arithmetic Bézout theorem over C(z) [48,
Thm. 4.1.7], applied to pz and hR0.

Throughout the proof, the constants γ1, γ2, γ3, . . . will denote positive real
numbers that depend only on f1, . . . , fm and α while, for any λ, the constants
ρ1(λ), ρ2(λ) will depend on f1, . . . , fm, α and λ. Recall that we define ω :=
(1, f1(α), . . . , fm(α)). The purpose of Propositions 4.3 and 4.4 is to construct
the auxiliary polynomials corresponding to the first and second regimes,
respectively.

Proposition 4.3. There exist positive integers γ1, . . . , γ6 such that, for any
N ≥ γ1 and any k with qk ≥ γ2N

t+1 there exists a homogeneous polynomial
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Qk ∈ Z[X] satisfying the following inequalities:

(4.5) deg(Qk) ≤ γ3N, logH(Qk) ≤ γ4Nq
k ,

(4.6) −γ5N t+1qk ≤ log
(
|Qk(ω)||ω|− deg(Qk)

)
≤ −γ6N t+1qk ,

and

(4.7) |Qk(ω)||ω|− deg(Qk) ≤ H(Qk)
−1(deg(Qk) + 1)−(2m+2) .

Proof. This proposition corresponds to [48, Prop. 4.4.7]. The main difference
is that we do not assume that the functions f1, . . . , fm are algebraically
independent. Thus, the integer m, which in the setting of [48] corresponds
to the transcendence degree of these functions, must be replaced by t in (4.6).
To accommodate this new situation, we assume, without loss of generality,
that f1, . . . , ft are algebraically independent over Q(z).

We proceed as in [48, p. 140] but instead of constructing a Padé approx-
imant for 1, f1, . . . , fm, we construct a Padé approximant for 1, f1, . . . , ft,
denoted by

R(z) = R0(z, 1, f1(z), . . . , ft(z)) ,

where R0(z,X) ∈ Q[z,X] is homogeneous in X, and we have

degz(R0), degX(R0) ≤ N, logH(R0) = O(N t+1), and valz(R) ≥ γ7N
t+1 ,

for some positive real number γ7. Meanwhile, Lemma 4.1 applied with M =
N implies that valz(R) = O(N t+1). The remainder of the proof follows
straightforwardly from the proof of [48, Prop. 4.4.3] (see also [25, Prop.
V.3.1] with M = N for detailed computations).

By enlarging γ1 if necessary, (4.7) follows easily from (4.5) and (4.6). Note
that the purpose of (4.7) is to ensure that we can later apply the arithmetic
Bézout theorem [48, Lem. 4.1.3]. □

The following result is analogous to [48, Prop. 4.4.8].

Proposition 4.4. There exist positive real numbers γ8, . . . , γ12, with γ11 ≥ 1,
such that, for any δ ≥ t + 2 and any s ≥ γ8, there exists a homogeneous
polynomial Q ∈ Z[X0, . . . , Xm] satisfying the following inequalities:

deg(Q) ≤ γ9s, logH(Q) ≤ γ10s
δ ,

−γ11st+δ ≤ log
(
|Q(ω)||ω|− deg(Q)

)
≤ −γ12st+δ ,

and
|Q(ω)||ω|− deg(Q) ≤ H(Q)−1(deg(Q) + 1)−(2m+2) .

Proof. For any δ ≥ t + 2 and s, let k be the least integer such that qk ≥
2γ2s

δ−1 and set N := ⌈s⌉. If γ8 is large enough and s ≥ γ8, then the integers
N and k satisfy the assumptions of Proposition 4.3. The result then follows
from Proposition 4.3 by setting Q = Qk and noting that Nqk = O(sδ).
There is no restriction in assuming that γ11 ≥ 1. □

The following two propositions are analogs of [48, Prop. 4.4.9 and 4.4.10],
respectively. They provide lower bounds of the form (4.3), which we will
need for the first and second regimes.
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Proposition 4.5. There exist a positive real number γ13 and, for each λ, a
positive real number ρ1(λ) such that, for any real numbers λ,D,H satisfying

λ ≥ γ13, D ≥ ρ1(λ), logH ≥ D2t+3 ,

and any non-zero unmixed homoegeneous ideal I ⊂ Z[X] that satisfies the
following four conditions:

(i) I ∩ Z = (0),
(ii) r := m+ 1− h(I) is such that 1 ≤ r ≤ t,
(iii) N(I) ≤ λt−rDt−r+1,
(iv) logH(I) ≤ λt−rDt−r logH,

the following inequality holds:

(4.8) log |I(ω)| ≥ −λrDr−1(D logH(I) +N(I) logH) .

Remark 4.6. Condition (ii) is equivalent to h(I) ≥ m − t + 1. It is
worth noting that Nishioka’s theorem [48, Thm. 4.2.1], which asserts that
tr.degQ(ω) = t, can be deduced from this proposition. Indeed, if we had
tr.degQ(ω) < t, then the homogeneous ideal p associated with ω would have
height m− tr.degQ(ω) ≥ m− t+ 1. Thus, it would satisfy Conditions (i) to
(iv) of Proposition 4.5 for sufficiently large parameters λ, D, and H. How-
ever, it would not satisfy (4.8), since we would have |p(ω)| = 0 (see [44, Cor.
4.10]).

Proof. The proof is similar to the one in [48, Prop. 4.4.9], but with [48, Prop.
4.4.7] replaced by Proposition 4.3, and the exponent m replaced by t. We
proceed by contradiction. Fix λ,D, and H satisfying the assumptions of the
proposition with γ13 and ρ1(λ) chosen large enough, to be specified later.
Suppose that there exists an ideal I satisfying Conditions (i) to (iv) but not
(4.8). We choose such an ideal I with the largest height.

We proceed as in the proof of [48, Prop. 4.4.5]5. Using the primary de-
composition of I, we obtain the existence of a prime ideal p0 ⊃ I such that

h(p0) = h(I), N(p0) ≤ λt−rDt−r+1, logH(p0) ≤ λt−rDt−r(logH +m2D) ,

and

log |p0(ω)| ≤ −1

3
λrDr−1(D logH(p0) +N(p0) logH) =: −X ,

providing that D is large enough with respect to λ.
Let µ be such that λ = µ2t+2 and set N := ⌊µ2tD⌋. Assuming that D is

large enough with respect to λ and using [48, Lem. 4.1.4], we obtain

min{X,−1

2
log ∥ω, p0∥} ≥ logH ≥ D2t+3 ≥ γ2γ5qN

2t+2 .

Let k be the largest integer such that γ5N t+1qk ≤ min{X,−1
2 log ∥ω, p0∥}.

Then, if D is large enough, we may consider the auxiliary polynomial Qk

given by Proposition 4.3. We apply the arithmetic Bézout theorem [48, Lem.
4.1.3] with p0 andQk. If h(I) < m, this provides an ideal J with h(J) > h(I).

5In [48], Nishioka proves Proposition 4.4.5, which deals with the study of Mahler sys-
tems with polynomial coefficients. Proposition 4.5 actually corresponds to Proposition
4.4.9 in [48], which deals with general systems, and for which the proof is omitted. This
explains the slight differences in our computations compared to those in the proof of
Proposition 4.4.5 in [48].
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Arguing as in the final part of the proof of [48, Prop. 4.4.5], if λ were chosen
large enough, one can check that J satisfies Conditions (i) to (iv) but not
(4.8). This contradicts the maximality of h(I). Therefore, h(I) = m. This
implies that r = 1 and [48, Lem. 4.1.3] leads to a contradiction, completing
the proof. □

Proposition 4.7. There exist a positive real number γ14 and, for each λ, a
positive real number ρ2(λ) such that, for any real numbers λ, δ,D,H satisfy-
ing

λ ≥ γ14, t+ 2 ≤ δ ≤ 2t+ 3, D ≥ ρ2(λ), logH = Dδ ,

and any non-zero unmixed homogeneous ideal I ⊂ Z[X] satisfying the fol-
lowing four conditions:

(i) I ∩ Z = (0),
(ii) r := m+ 1− h(I) is such that 1 ≤ r ≤ t,
(iii) N(I) ≤ λt−rDt−r+1,
(iv) logH(I) ≤ λt−r+δ−1Dt−r logH,

the following inequality holds:

(4.9) log |I(ω)| ≥ −λr−1Dr−1(λD logH(I) + λδN(I) logH) .

Proof. The proof is analogous to the one in [48, Prop. 4.4.10], with the
exponentm replaced by t, and Proposition 4.4 replacing [48, Prop. 4.4.8]. □

We are now able to prove Case (Mq) of Theorem 1.1.

Proof of Case (Mq) of Theorem 1.1. Consider the homogeneous polynomial
hP ∈ Z[X] obtained from P . Thus, we have hP (ω) = P (f1(α), . . . , fm(α)),
deg(hP ) = deg(P ), and H(hP ) = H(P ). Assume that | hP (ω)| ≠ 0. We
aim to bound | hP (ω)| from below. Let p denote the homogeneous ideal
associated with ω, i.e., the homogeneous ideal generated by

{Q ∈ Z[X] homogeneous : Q(ω) = 0}.
This is a prime ideal, and h(p) ≥ m − t6. Additionally, N(p) and H(p) are
positive real numbers that depend only on ω. Since ω is a zero of p, we also
have ∥ω, p∥ = 0 and |p(ω)| = 0 (see [44, Cor. 4.10]). We may assume that

| hP (ω)||ω|−d ≤ H(P )−1(d+ 1)−2m−2,

where d := deg(P ), otherwise, there is nothing to prove.
We apply [48, Lem. 4.1.3] to p and hP . In this case, we take

X = − log
(
| hP (ω)||ω|−d

)
> 0

and σ = 1. Since hP (ω) ̸= 0 we have X < +∞. It follows from the
arithmetic Bézout theorem [48, Lem. 4.1.3] that there exists an unmixed
homogeneous ideal I such that h(I) = h(p) + 1, I ∩ Z = (0), and

N(I) ≤ γ15d

logH(I) ≤ γ15d+ γ16 logH(P )(4.10)

log |I(ω)| ≤ log | hP (ω)|
2

+ γ17d+ γ16 logH(P ) .

6In fact, by Nishioka’s theorem [48, Thm. 4.2.1], h(p) = m− t, but we do not need to
use this fact explicitly in the proof.
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Set r := m+ 1− h(I), so that

r = m+ 1− h(I) = m+ 1− (h(p) + 1) = m− h(p) ≤ t .

Now, let λ := max{γ13, γ14}. If necessary, enlarge γ15 so that

γ15 ≥ max{ρ1(λ), ρ2(λ)} .

We now consider two different regimes, according to the size of logH(P )
relative to d.

First regime. We assume that γ15d + γ16 logH(P ) ≥ (γ15d)
2t+3. In that

case, we set D := γ15d and let H be such that logH := γ15d+ γ16 logH(P ).
It can be verified that I satisfies Conditions (i) to (iv) of Proposition 4.5.
Thus, by (4.8) and (4.10) , we obtain
(4.11)
log |I(ω)| ≥ −λrDt−1(D logH(I)+N(I) logH) ≥ −γ18(dt logH(P )+dt+1) .

This gives the first bound.

Second regime. We assume that γ15d + γ16 logH(P ) < (γ15d)
2t+3. In this

case, set

δ := max

{
t+ 2 ;

log(γ15d+ γ16 logH(P ))

log(γ15d)

}
≤ 2t+ 3 ,

D := γ15d , and let H be defined by logH = Dδ. One can check that I
satisfies Conditions (i) to (iv) of Proposition 4.7. Applying (4.9) and (4.10),
we obtain

log |I(ω)| ≥ −λr−1Dr−1(λD logH(I) + λδN(I) logH)

≥ −γ19(dt logH(P ) + dt+δ) .

We distinguish two cases according to the value of δ. If δ = t+2, we obtain

log |I(ω)| ≥ −γ20(dt logH(P ) + d2t+2) .

If δ = log(γ15d+γ16 logH(P ))
log(γ15d)

, we have that dδ = O(d+logH(P )) and we obtain

log |I(ω)| ≥ −γ21(dt logH(P ) + dt+1) .

We thus deduce that

(4.12) log |I(ω)| ≥ −γ22(dt logH(P ) + d2t+2) .

This provides the second bound.

Conclusion. From (4.10), (4.11), and (4.12), it follows that

(4.13) | hP (ω)| =
∣∣P (f1(α), . . . , fm(α))

∣∣ ≥ e−γd2t+2
H(P )−γdt ,

for some positive real number γ. Case (Mq) of Theorem 1.1 then follows by
setting C2 := γ and C1 := e−C2d2t+2 . □
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5. Proof of Theorem 1.3

To derive Theorem 1.3 from Theorem 1.1, we must identify a suitable
linear system that involves the functions f1, . . . , fr, along with possibly some
additional functions, such that the point α is a regular point for this system.

The following result provides the necessary background for applying The-
orem 1.1.

Proposition 5.1. The two following results hold.
(E) Let f be an E-function. Then f is a solution to a linear differential

equation over Q(z) whose singularities are confined to {0,∞}.
(Mq) Let f be an Mq-function and let α ∈ Q× with |α| < 1. Assume

that f is well-defined at α and that ℓ is a positive integer satisfying
|αqℓ | < ρ, where ρ > 0 denotes the radius of convergence of f . Then
f is a solution to a qℓ-Mahler equation for which α is a regular point.

Proof. Case (E) corresponds to [10, Thm. 4.3]. Case (Mq) follows from
the proof of [9, Prop. 2.5]. This proposition states that an Mq-function
which is analytic on some centered disk with radius R < 1 is a solution
to a q-Mahler equation with no singularities on this disk. In fact, a minor
modification of the proof implies the following: if f is well-defined at αqk

for every integer k ≥ 0, then f is a solution to a q-Mahler equation for
which α is regular. Since f is also an Mqℓ-function and since the assumption
made on ℓ ensures that f is well-defined at α(qℓ)k for every k ≥ 0, this result
implies the existence of a qℓ-Mahler equation satisfied by f and for which α
is regular. □

Remark 5.2. The proof of Case (E) does not rely on Beukers’ Lifting Theo-
rem [20, Thm. 1.3], but instead on earlier work by André [10], which transfers
to E-functions some properties ofG-functions established by the Chudnovsky
brothers [22]. In contrast, the proof of Case (Mq) depends on the Lifting The-
orem for Mq-functions [6, Thm. 1.4], which serves as an analogue of Beukers’
Lifting Theorem for Mq-functions.

We are now ready to prove Theorem 1.3.

Proof of Theorem 1.3. We start with Case (E). Let ∂ denote the differential
operator. For each fi, 1 ≤ i ≤ r, let us consider a differential equation given
by Proposition 5.1, say

(5.1) ai,0(z)fi(z) + ai,1(z)∂fi(z) + ai,2∂
2fi(z) + ·+ ai,mi(z)∂

mifi(z) = 0 .

Hence, for every i, 1 ≤ i ≤ r, ai,mi(z) = zdi for some integer di ≥ 0. The
column vector t(fi(z), ∂fi(z), . . . , ∂

mi−1fi(z)) is solution to the linear system
∂Y (z) = Ai(z)Y (z) where

(5.2) Ai(z) =



0 1 0 · · · 0
...

. . . . . .
...

...
. . . . . . 0

0 · · · · · · 0 1

− ai,0(z)
ai,mi

(z) · · · · · · · · · −ai,mi−1(z)

ai,mi
(z)
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and the point α is regular with respect to this system. Then the functions
∂kfi, 1 ≤ i ≤ r, 0 ≤ k ≤ mi− 1, form the coordinates of a vector solution to
the differential system ∂Y (z) = A(z)Y (z), where

A(z) = A1(z)⊕ · · · ⊕Ar(z) =

A1(z)
. . .

Ar(z)


and the point α remains regular with respect to this system. Furthermore,
the transcendence degree of the field extension of Q(z) generated by all these
functions is equal to τ . The result thus follows directly from Theorem 1.1.

We prove Case (Mq) in the same way. Let ℓ be an integer large enough,
so that |αqℓ | is smaller than each of the radius of convergence of the fi,
1 ≤ i ≤ r. By Proposition 5.1, each fi is solution to a qℓ-Mahler equation,
say

(5.3) ai,0(z)fi(z) + ai,1(z)fi(z
qℓ) + ·+ ai,mi(z)fi(z

qℓmi ) = 0 ,

which is regular at α. Then the column vector t(fi(z), fi(z
qℓ), . . . , fi(z

qℓmi−1
))

is solution to the qℓ-Mahler system Y (zq
ℓ
) = AiY (z), where Ai is defined

as in (5.2). Furthermore, the point α is regular with respect to this system.
Then the functions fi(zq

ℓk
), 1 ≤ i ≤ r, 0 ≤ k ≤ mi − 1, form the coordi-

nates of a vector solution to the qℓ-Mahler system Y (zq
ℓ
) = AY (z), where

A(z) = A1(z)⊕ · · · ⊕Ar(z), and again the point α is regular with respect to
this system. Furthermore, the transcendence degree of the field extension of
Q(z) generated by all these functions is at most τ . The result thus follows
directly from Theorem 1.1. □

6. State of the art

In this final section, we present a brief history of the previous results
related to the present work.

6.1. The case of E-functions. We begin with results concerning the values
of E-functions.

6.1.1. Algebraic independence measures. Algebraic independence measures
for the values of particular E-functions at algebraic points have long been
known. Siegel [55] first obtained such a measure in the case of the Bessel
function J0(z) and its derivative. A few years later, Mahler [40] derived
a similar measure for the values of the exponential function evaluated at
several linearly independent algebraic points. The bounds obtained in these
two results have the same form as the one given in Theorem A and can
therefore be considered as precursors to it. When Shidlovskii proved his
famous theorem, it was clear to expert in the field that his proof had to lead
to a measure of algebraic independence. Such a result was first obtained by
Lang [32], who proved Case (E) of Theorem A.

After Lang proved his theorem, subsequent work focused on refining the
constants C1 and C2 that appear in it. Such refinements were achieved by
Galochkin [27], Nesterenko [42], Shidlovskii [52, 53], Brownawell [21], and
Gorelov [29], to name just a few. Lang had already obtained an explicit
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value for C2, and these results progressively lowered C2 and made C1 more
effective (see [23, Chap. 5, §5.2]). In Case (E) of Theorem A, according to
[29, Thm. 1], we can now take

(6.1) C1 = e−eC3 deg(P )2m ln(deg(P )+1)
and C2 =

√
m4mhm+1 ,

where h is the degree of number field spanned by the coefficients of the E-
functions and the point α, and C3 is a positive real number depending only
on f1, . . . , fm and α. Obtaining an effective value for C3 has long been a
challenge, as it depends on the Shidlovskii constant, a parameter appearing
in the Shidlovskii lemma (cf. [23, Lem. 5.2, p.221]). This goal was finally
achieved thanks to the work of Bertrand and Beukers [18] and Bertrand,
Chirskii, and Yebbou [19].

In another direction, Shidlovskii [54, Chap. 12, §4] provided a series of
results generalizing Theorem A for algebraically independent E-functions
that do not satisfy Assumption (ii) (cf. p. 2). However, he did not express
his results as an alternative, as we do in Theorem 1.1. As a result, he had
to impose certain technical conditions to ensure the algebraic independence
of the values he considered. These technical conditions prevent him from
deducing a clean statement as in Theorem 1.1.

Recently, Fischler and Rivoal [26] were able to derive a linear indepen-
dence measure for the values of general E-functions from a similar measure
obtained by Shidlovskii for the values of E-functions with rational coeffi-
cients at non-zero rational points [54, Thm. 1, p. 358] and Beukers’ Lifting
Theorem [20]. Like our result, theirs does not require the (linear) inde-
pendence of the functions and is instead expressed as an alternative. Since
E-functions form a ring and a polynomial can always be viewed as a linear
form in monomials, such a general linear independence measure leads to an
algebraic independence measure similar to the one given in Theorem 1.1.
However, the algebraic independence measure obtained this way is weaker
than the one we obtain (see also Section 3.5). In particular, the effectivity
of C1 in that case remains unclear. Moreover, their proof relies on Beukers’
theorem [20], while our proof of Theorem 1.1 follows the classical approach
of Siegel, Shidlovskii and Lang.

6.1.2. Irrationality and transcendence measures. The first results concern-
ing the part of Conjecture 2.1 related to the set E were established by Siegel
[55] in 1929. The only known case of the conjecture pertains to the val-
ues of E-functions that are solutions to (possibly inhomogeneous) first-order
equations. This was shown by Lang [32] in the homogeneous case and can
be found in Galochkin [27] for the inhomogeneous case, which does not re-
quires any new idea. All other results either demonstrate that the number
in question is not a Liouville number, or that it is either an S-number or a
T -number. Numerous partial results, derived from those mentioned in the
previous section, follow in this vein. The first general result for all elements
of E is recent and due to Fischler and Rivoal [26]. They proved that no
Liouville number belongs to E and, more generally, that all transcendental
elements of E are either S- or T -numbers.

Our approach provides an alternative proof of their results, as follows. Let
f(z) be an arbitrary E-function and α be an arbitrary non-zero algebraic
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number. Furthermore, assume that f(α) is transcendental. For every posi-
tive integer d, we apply Case (E) of Theorem 1.3 with r = 1 to deduce that
there exist two positive real numbers A and B such that the inequality

|P (f(α))| > AH(P )B ,

holds for all non-zero polynomials P ∈ Z[X] of degree d. Thus, we have
wd(f(α)) < ∞. Since algebraic numbers are not Liouville numbers, taking
d = 1, we obtain that no element in E is a Liouville number, proving one
part of Corollary 1.5. More generally, we conclude that all transcendental
numbers in E are either S-numbers or T -numbers. Furthermore, in the case
where τ = 1 in Theorem 1.3, we can infer that f(α) is an S-number. This
last result slightly generalizes that of Lang and Galochkin mentioned above.

6.2. The case of M-functions. We now recall some results concerning the
values of M -functions.

6.2.1. Measures of algebraic independence. Mahler’s method was introduced
by Mahler in a series of three papers [37, 38, 39]. At that time, M -functions
had not yet been defined, but some of Mahler’s results retrospectively prove
the algebraic independence of the values of certain M -functions at non-zero
algebraic points. The first transcendence measures were obtained in the early
1980s by Galochkin [28], Millet [41], and Becker [13], who quantified Mahler’s
approach. Independently, Becker [12, 14] and Nesterenko [43] provided the
first algebraic independence measures for the values of several Mq-functions,
each of which is a solution to an inhomogeneous equation of order 1. In
contrast to Becker’s work, Nesterenko [43] did not follow Mahler’s original
method. Instead, he developed an entirely new approach based on Elimi-
nation Theory. This innovation allowed him to achieve significantly better
bounds than Becker [14]. Moreover, as noted by Wass [58], the restriction
to first-order equations is unnecessary. Ku. Nishioka [45] subsequently ex-
tended Nesterenko’s method to general linear Mahler systems. Her result,
known as Nishioka’s Theorem [48, Thm. 4.2.1], serves as the analogue of the
Siegel-Shidlovskii Theorem within the framework of M -functions.7 In the
same year, Nishioka [46] established a multiplicity lemma that is, in some
sense, analogous to the Shidlovskii Lemma for E-functions. This result en-
abled Becker [15] to provide the first proof of Case (Mq) of Theorem A.
Subsequently, Nishioka [47] refined Becker’s bounds for C1 and C2 using the
same approach. These bounds have not been significantly improved since:
C2 can, in principle, be effectively bounded (though it seems that no one has
yet provided such a bound), and we can take

(6.2) C1 = e−C2d2m+2
.

The bound obtained in (4.13) has the same form, with m replaced by t.
Beyond Case (Mq) of Theorem A, several algebraic independence measures

have been established in broader contexts, for example, for M -functions that
do not necessarily satisfy Assumption (i) given on page 2. These results could
also be used to deduce Case (Mq) of Theorem 1.1. In this direction, Philippon

7In light of the discussion above, it might be more accurate to refer to this result as
the Nesterenko–Nishioka Theorem.
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[49] introduced the concept of a K-function and showed that M -functions
are particular examples of K-functions. In [49, Thm. 6], he provided an al-
gebraic independence measure for linear Mahler systems with polynomial
coefficients. In 2013, Zorin [60] released a preprint on certain generalizations
of M -functions, providing algebraic independence measures. In the original
version, the main result concerning M -functions was incorrect. After a dis-
cussion with the first author, Zorin released several revised versions of his
preprint (in 2016 and 2017), in which he announced part of Corollary 1.5
related to the set M and, more generally, that M contains no U -number.
His general result also implies an algebraic independence measure similar
to Case (Mq) of Theorem 1.1, although it is weaker than the one obtained
in this paper. Furthermore, this revised version was never published in an
academic journal, leaving the status of its proof uncertain. Finally, in her
PhD thesis, Fernandes [25] proposed a measure in the spirit of Theorem 1.1,
but it is weaker than the one in (4.13) and relies on a result by Jadot [30],
which has also not been published in an academic journal. Note that all
the results just mentioned ultimately rely on Elimination Theory, although
their presentations differ from the one given in Nishioka’s monograph [48].
In proving Theorem 1.1, we chose to follow the approach presented in [48],
which provides more details than [30, 49, 60, 25], in order to make our ar-
gument easier for the reader to follow. We also want to emphasize that the
proof of Theorem 1.1 does not require any new tools beyond those intro-
duced by Nesterenko and used by Becker and Nishioka when they obtained
the first versions of Case (Mq) of Theorem A, and that Theorem 1.1 could
thus have been obtained much earlier using the existing techniques.

6.2.2. Irrationality and transcendence measure. The problem addressed in
Corollary 1.5 has a long history, which we will briefly outline here. In his first
paper on the subject in 1929, Mahler [37] noted, although without proving
it, that some of the numbers he had just shown to be transcendental could
not be Liouville numbers. Conjecture 2.1 for elements of M is considered
folklore and is difficult to trace, but it is clear that it was known to all
specialists in the field. The only known case of the conjecture concerns the
values of M -functions that are solutions to (possibly inhomogeneous) first-
order equations, which was proved by Galochkin [28] in 1980. All other
results either showed that the number under study is not a Liouville number
or that it is either an S-number or a T -number.

Some specific cases have been studied explicitly. In 1993, Shallit con-
jectured that no automatic real number could be a Liouville number (the
conjecture later appeared in print in [51]). In addition, in his correspon-
dence with Shallit, Becker conjectured that transcendental automatic real
numbers are S-numbers. These conjectures concern a particular class of M -
functions, namely the generating series of automatic sequences, evaluated at
specific rational points of the form 1/b, where b ≥ 2 is an integer. Shallit’s
conjecture was proved in 2006 by the first author and Cassaigne [5], with-
out using Mahler’s method but rather employing the approach based on the
Schmidt subspace theorem introduced in [4, 2]. Using the same method, the
first author and Bugeaud [3] obtained a transcendence measure for irrational



28 BORIS ADAMCZEWSKI AND COLIN FAVERJON

automatic real numbers in 2011, which implies that these numbers are either
S-numbers or T -numbers in Mahler’s classification.

In 2013, Zorin [60] released a preprint (see earlier discussion), claiming
that no element of M can be a U -number. In 2015, Bell, Bugeaud, and Coons
[17] extended the result of [5] to include the values of any M -function with
rational coefficients, evaluated at a rational point of the form 1/b. These au-
thors also proved that values of generating functions of regular sequences at
points of the form 1/b are either S-numbers or T -numbers. Such generating
functions are more general than those associated with automatic sequences.

Let f(z) be an arbitrary M -function and let α be an arbitrary non-zero
algebraic numbers such that f(α) is well-defined. Furthermore, assume that
f(α) is transcendental. For every positive integer d, we can infer from Case
(Mq) of Theorem 1.3 with r = 1 that there exist two positive real numbers,
A and B, such that the inequality

|P (f(α))| > AH(P )B ,

holds for all non-zero polynomials P ∈ Z[X] of degree d. Thus, we have
wd(f(α)) < ∞. Since algebraic numbers are not Liouville numbers, taking
d = 1, we obtain that no element in M is a Liouville number, proving the
second part of Corollary 1.5 and, more generally, that all transcendental
numbers in M are either S-numbers or T -numbers in Mahler’s classification.
Furthermore, in the case where τ = 1 in Theorem 1.3, we conclude that
f(α) is an S-number. This last result slightly generalizes that of Galochkin
mentioned above.
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